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Vaka attéls izveidots ar ChatGPT, izmantojot DALL-E attélu veidoSanas riku.



Saisinajumi

EP Konvencija - Eiropas Padomes Pamatkonvencija par maksligo intelektu, cilvéktiesibam,
demokratiju un tiesiskumu

ES - Eiropas Savieniba

Harta - ES Pamattiesibu harta

MI - maksligais intelekts

Ml riki — maksliga intelekta riki

MI sistémas — maksliga intelekta sistemas

VDAR - Vispariga datu aizsardzibas regula



1. levads

Eiropas Savieniba (ES) 2024. gada 13. junija tika pienemta Eiropas Parlamenta un Padomes Regula
2024/1689, kas nosaka saskanotas normas maksliga intelekta joma — Maksliga intelekta akts
(Maksliga intelekta akts).! Maksliga intelekta akts ir pirmais visaptverosais maksliga intelekta (M)
reguléjums, kas paredz saskanotus noteikumus par Ml sistému laiSanu tirgd, nodoSanu
ekspluatacija un izmantosanu ES. Tas aizliedz vairakus nepienemamus Ml prakses veidus, kas ir
pretruna ES vértibam un pamattiesibam, nosaka prasibas augsta riska Ml sistémam,
parredzamibas pienakumu attieciba uz dazam Ml sistémam, ka ar1 saskanotus noteikumus par

vispariga lietojuma MI modelu laiSanu tirga.

Maksliga intelekta akts stajas spéka 2024. gada 1. augusta. Tas kl|Us tieSi piemérojams visas ES
daltbvalstis, tai skaita Latvija, no 2026. gada 2. augusta. Tomér atseviskiem noteikumiem ir
paredzéts atskirigs piemérosanas termins. Noteikumi par aizliegtu Ml praksi un Ml pratibu ir
japiemeéro seSus ménesus no Maksliga intelekta akta spéka stasanas briza, t.i. no 2025. gada 1.
februara. Prasibas vispariga lietojuma MI modeliem ir piemérojamas no 2025. gada 1. augusta.
Tapat noteikumi par sodiem ir piemérojami no 2025. gada 1. augusta. Augsta riska sistémam ir
noteikti atSkirigi piemérosanas termini. Prasibas Maksliga intelekta akta 6. panta 2. dala
noteiktajam augsta riska Ml sistemam, ko izmanto atseviskas augsta riska jomas (Maksliga
intelekta akta Il pielikums), tiks piemérotas no 2026. gada 2. augusta. Savukart prasibas Maksliga
intelekta akta 6. panta 1. punkta noteiktajam augsta riska Ml sistemam, kas ir produkta drosibas
sastavdala vai ir produkti, uz ko attiecas dazi ES saskanosanas tiesibu akti (I pielikums), ir

piemérojamas gadu vélak, t.i. no 2027. gada 2. augusta.

Maksliga intelekta akta mérkis ir veicinat uz cilvéku orientéta un uzticama Ml izmantosanu,
vienlaikus nodrosinot augstu veselibas, drosuma, ES Pamattiesibu harta? (Harta) nostiprinato
pamattiesibu, tostarp demokratijas un tiesiskuma, un vides aizsardzibas [imeni pret Ml sistému
raditam kaitigam sekam ES, un atbalstot inovaciju (1. panta 1. punkts). Maksliga intelekta akta ir
izmantota uz risku balstita pieeja, klasificéjot Ml sistémas atkariba no dazadiem to raditajiem riska

[Tmeniem. Ml sistémas, kas tiek klasificétas ka augsta riska sistemas, var radit kaitéjumu plasam

1 Eiropas Parlamenta un Padomes Regula (ES) 2024/1689 (2024. gada 13. jlnijs), ar ko nosaka saskanotas normas
maksliga intelekta joma un groza Regulas (EK) Nr. 300/2008, (ES) Nr. 167/2013, (ES) Nr. 168/2013, (ES) 2018/858, (ES)
2018/1139 un (ES) 2019/.

2 Eiropas Savienibas Pamattiesibu harta. Pienemta 07.12.2000. OV C 2020/239, 07.06.2016.
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pamattiesibu klastam. Maksliga intelekta akta ir noradits, ka tam, cik liela ir Ml sistémas izraisita
kaitéjosa ietekme uz Harta aizsargatajam pamattiesitbam, ir Tpasi svarigi, klasificéjot Ml sistému ka
augsta riska. Minéetas tiesibas ietver tiesibas uz cilvéka cienu, privatas un gimenes dzives
neaizskaramibu, personas datu aizsardzibu, varda un informacijas brivibu, pulcésanas un
biedrosanas brivibu, tiesibas uz izglitibu, patérétaju tiesibu aizsardzibu, darba némeju tiesibas,
personu ar invaliditati tiesibas, dzimumu lidztiesibu, intelektuala Tpasuma tiesibas, tiesibas uz
efektivu tiesibu aizsardzibu un taisnigu tiesu, tiesibas uz aizstavibu un nevainiguma prezumpciju,
tiestbas uz labu parvaldibu, ka art diskriminacijas aizliegumu (Maksliga intelekta akta 48.
apsvérums). Diskriminacijas aizliegums ir vienas no pamattiesibam, kas tiek visbiezak parkaptas Ml

sistemu izmantoSanas rezultata, ka to paradis Pétijuma aplikotie prakses piemeri.

Ml sistemu klasificéSana ka augsta riska ir noteikta Maksliga intelekta akta 6. panta. Pirmkart,
saskana ar Maksliga intelekta akta 6. panta 1. punktu augstu risku var radit sistémas, kuras ir
produktu vai sistému drosibas sastavdalas vai pasas ir produkti vai sistémas, uz ko attiecas dazi ES
saskanosanas tiesibu akti, kas uzskaititi | pielikuma. Tas tiek klasificétas ka augsta riska sistémas, ja
attiecigajam produktam ir vajadzigs tresas personas veikts atbilstibas novértéjums, lai to varétu
laist tirgt vai nodot ekspluatacija saskana ar ES saskanoSanas tiesibu aktiem. Proti, tadi produkti ir
masinas, rotallietas, lifti, iekartas un aizsardzibas sistémas, kas paredzétas lietosanai
spradzienbistama vide€, radioiekartas, spiediena iekartas, atputas kugu aprikojums, trosu celu

iekartas, gazveida kurinama iekartas, mediciniskas ierices, in vitro diagnostikas mediciniskas

Otrkart, augsta riska Ml sistemas var bit savrupas Ml sistémas, kuras nav produktu drosibas
sastavdalas vai kuras pasas nav produkti. Maksliga intelekta akta 6. panta 2. punkts nosaka, ka
papildus 6. panta 1. punkta minétajam augsta riska Ml sistémam par augsta riska sistemam
uzskata lll pielikuma minétas Ml sistémas. Tas ir klasificejamas ka augsta riska sistémas, ja,
pamatojoties uz to paredzéeto noluku, tas rada augstu kaitéjuma risku personu veselibai, drosibai
vai pamattiesibam, nemot véra gan iespéjama kaitéjuma smagumu, gan ta iesp&jamibu, un ja tas
lieto vairakas konkréti noteiktas jomas, ka precizets Maksliga intelekta akta (Makslga intelekta

akta 52. apsvérums).



Maksliga intelekta akta Ill pielikuma ir uzskaititas astonas jomas, kuras Ml izmantosana rada
augstu risku: 1) biometrija, ciktal to izmantoSanu atlauj attiecigie ES vai valsts tiesibu akti;

2) kritiska infrastruktdra; 3) izglitiba un arodmacibas; 4) nodarbinatiba, darba néméju parvaldiba
un piekluve pasnodarbinatibai; 5) piekluve privatiem pamatpakalpojumiem un sabiedriskajiem
pamatpakalpojumiem un pabalstiem un to izmantos$ana; 6) tiesibaizsardziba, ciktal to izmantosanu
atlauj attiecigie ES vai valsts tiestbu akti; 7) migracijas, patvéruma un robezkontroles parvaldiba,
ciktal to izmantosanu atlauj attiecigie ES vai valsts tiesibu akti; 8) tiesvediba un demokratijas

procesi.

2024. gada autore péc Tiesibsarga biroja pasUtijuma izstradaja Petijjumu “Maksligais intelekts un
diskriminacijas aspekti”® (turpmak 2024. gada Pétijums), kura tika pétiti Ml sistému jau Sobrid
radttie diskriminacijas riski Cetras no astonam Maksliga intelekta akta Il pielikuma minétajam
jomam: 1) fizisku personu biometriska identifikacija un kategorizacija; 2) izglitiba un
arodapmacibas; 3) nodarbinatiba, darba néméju parvaldiba un piekluve pasnodarbinatibai; 4)
piekluve privatiem pamatpakalpojumiem un sabiedriskajiem pakalpojumiem un pabalstiem un to
izmantos$ana. 2024. gada Pétijuma vispirms tika analizéts diskriminacijas aizlieguma, datu
aizsardzibas un Ml normativais reguléjums, ka ari vérsta uzmanibu uz esosa tiesiska reguléjuma
problémam un izaicinajumiem algoritmu un Ml sistému izmantoS$anas konteksta. Péc tam Pétijuma
tika apkopoti un analizéeti uzskatamakie piemeéri no starptautiskas prakses, kas saistiti ar Ml
sistému radito diskriminaciju ieprieks minétajas Cetras jomas. P&tijjuma nobeiguma tika sniegts
kopsavilkums, kura apkopota butiskaka informacija par Pétijuma rezultatiem, secinajumi un

ieteikumi.

ST pétijuma mérkis ir izpétit paréjas cetras Maksliga intelekta akta 1l pielikuma noteiktas augsta

V==

riska jomas, kas iepriekseja 2024. gada Petijuma netika analizétas. Konkrétak, pétijjuma merkis ir
izpétit piemeérus no Latvijas vai starptautiskas prakses par to, ka diskriminacija var izpausties Sadas

augsta riska jomas:

1) Tiesibaizsardziba;

2) Kritiska infrastruktira;

3) Migracijas, patvéruma un robezkontroles parvaldiba;

4) Tiesvediba un demokratijas procesi.

3 Barkane, I. (2024). Maksligais intelekts un diskirminacijas aspekti. Tiesibsarga birojs.
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Citas jomas, kuras Ml sistémas var radit diskriminacijas riskus, ir arpus Saja pétijuma apskatamo

jautajumu loka.

Pétijuma tiek analizéti pieméri no prakses par Ml sistemu radito diskriminaciju sadu aizliegto
kritériju de] — dzimums, invaliditate, rase, etniska piederiba, socialais stavoklis, vecums, seksuala
orientacija. Vienlaikus Pétijuma tiek apskatiti ari pieméri par to, ka Ml sistému izmantoSana citu

aizliegto kritériju dé| var radit pozitivu/negativu attieksmi iepriek$ minétajas jomas.

Janem vera, ka atseviskas Ml izmantoSanas jomas, piemeéram, kritiska infrastrukttra, tiesvediba un
demokratiskie riski, uz So bridi pastav maz prakses piemeéri, un tie lielakoties nav tieSi saistiti ar
diskriminacijas riskiem. Nemot véra reguléjuma un prakses attistibu, Pétijjuma var tikt analizéti ar1
cita veida pieméri, kas tiesSi nav saistiti ar diskriminaciju, bet var atklat Ml izmantoSanas prakses
problémjautajumus saistiba ar pamattiesibu aizsardzibu, ka ari reguléjuma attistibas un

piemérosanas aspektus konkrétajas jomas.

Saja Pétijuma tiks analizéts M| regul&jums saistiba ar izpétamajam augsta riska jomam, noradot

pozitivos un negativos aspektus, ka ari likuma robus, kas var traucét pamattiesibu nodrosinasanu.



2024. gada Pétijuma tika apkopta un analizéta visaptverosa informacija par diskriminacijas
aizlieguma, datu aizsardzibas un Ml normativo reguléjumu. ES diskriminacijas aizlieguma princips
ir noteikts ka visparigais princips un cilvéka pamattiesibas. Diskriminacijas aizliegums, ka ar1
sievieSu un virieSu lidztiesiba ka visparigie principi ir noteikti Hartas 21. panta un 23. panta.
Diskriminacijas aizlieguma principu un tiesiskas vienlidzibas princips ir noteikts ari Latvijas
Republikas Satversmes 91. panta®. Diskriminacijas aizliegumu paredz daudzi citi ES un nacionalie
tiesibu akti.> 2024. gada Pétijums atkl3ja, ka neraugoties uz plaso ES diskriminacijas aizlieguma
tiesiska reguléjuma darbibas jomu, reguléjumam, kas paredz aizsardzibu pret diskriminaciju
dzimuma un rases dél, ir daudzas nepilnibas, kas ir problematiskas algoritmiskas diskriminacijas
konteksta. ST situacija ir vél problematiskaka attieciba uz citiem aizsargatiem pamatiem — vecumu,
invaliditati, seksualo orientaciju un religiju —, kuriem saskana ar ES tiesibu aktiem ir ierobeZota
aizsardziba. 2024. gada Pétijums ari atklaja, ka art datu aizsardzibas reguléjumam ir batiska
nozime, lai noveérstu algoritmu vai Ml sistému izmantoS$anas rezultata radttos diskriminacijas
riskus. Pieméram, datu aizsardzibas principi ir piemérojami art Ml sistémam, kas apstrada
personas datus. ES Maksliga intelekta akts nesamazina aizsardzibu, tostarp prakses aizliegumus, ko
nosaka diskriminacijas novérsanas un datu aizsardzibas tiesiskais reguléjums, bet gan papildina

esoso reguléjumu.

Saja Pétijuma minétais reguléjums atkartoti detalizéti netiks analizéts, bet tiks vérsta uzmaniba uz
galvenajiem problémjautajumiem saistiba ar Pétijuma aplukotajam Ml izmantoSanas augsta riska

jomam.

Pétijuma ir izmantoti Latvijas, Eiropas vai citu valstu autoru pétijumi par Ml sistému un
algoritmisko diskriminaciju. Pétijuma ir apkopots un analizéts ES, ka ari Latvijas tiesiskais

reguléjums un starptautiska prakse.

Pétijuma ir atklats, ka Eiropa un citur pasaulé ir sastopami prakses pieméri par Ml sistemu
raditajiem diskriminacijas riskiem, ka ar citu pamattiesibu aizskaruma riskiem aplukotajas augsta
riska jomas, lidzigi ka tas tika atklats 2024. gada Pétijuma attieciba uz taja analizétajam augsta
riska jomam. Taja pasa laika Latvija cilvéktiesibu aizsardzibas iestade, Latvijas Republikas
tiesibsargs, lidz Sim nav izskatlijis lietas, kas saistitas ar Ml sistému radito diskriminaciju analizétajas

augsta riska jomas. Ar lidzigam lietam nav saskarusies ari Datu valsts inspekcija ka pamattiesibu

4 Latvijas Republikas Satversme. Pienemta 15.02.1922. (spéka no 07.11.1922.). Latvijas Véstnesis, 01.07.1993., Nr. 43.
5 Latvijas Republikas Tiesibsargs. (2025). Pétijums par diskriminacijas situaciju Latvija.
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aizsardzibas iestade datu aizsardzibas joma. Sagaidams, ka lidz ar Maksliga intelekta akta
piemérosanu un informétibu par Ml radttajiem riskiem Eiropas uzraudzibas iestades arvien vairak
izskatis lietas par Ml sistému raditajiem riskiem. Pétijjuma veikta reguléjuma un prakses analize
sniedz ieskatu, kadiem aspektiem japievers Tpasa uzmaniba, lai nodrosinatu Ml sistému atbilstibu

tiesiskajam reguléjumum un atbildigu izmantosanu.

Pétijuma nobeiguma ir sniegts kopsavilkums, kura apkopoti pétijuma rezultati, secinajumi un
ieteikumi. Pétijuma ir ieteikts efektivi nodrosinat atbilstibu Maksliga intelekta akta un citos tiesibu
aktos noteiktajam tiesiskajam prasibam, lai mazinatu aizspriedumus un ievérotu pamattiesibas.
Nodrosinot atbilstibu tiesiskajam prasibam (pieméram, ievieSot riska parvaldibas sistému,
ievérojot parredzamibas un cilvéka uzraudzibas prasibas) un veicinot izpratni par aizspriedumu
atklasanas un mazinasanas stratégijam, tiesibaizsardzibas iestades var atbildigi izmantot Ml

sistémas sava darbiba.



2. Definicijas

Aizspriedums — uzskats (maldigs, bieZi vien novecojis) kas izraisa netaisnigu spriedumu vai
nepareizu ricibu pret personu, grupu vai ideju. Aizspriedumi jeb neobjektivitate var rasties no

datiem, ko izmanto MI mode|u apmacibai, vai no pasu algoritmu dizaina.®

Aizliegtie kritériji —pasibas, iezimes vai rakstura iezimes, pamatojoties uz kuram saskana ar
tiesibu aktiem personas diskriminacija ir aizliegta, pieméram, rase, adas krasa, tautiba un etniska
izcelsme, valoda, dzim$ana un izcelsme, dzimums, vecums, invaliditate, genétiskas 1pasibas,
seksuala orientacija, religiska parlieciba, politiska un cita parlieciba, pasaules uzskats, partijas

piederiba, socialais stavoklis un sociala izcelsme, dienesta stavoklis, manta.

Diskriminacija — salidzinama situacija mazak labveliga attieksme pret individiem, pamatojoties uz

aizliegtu kritériju.

Biometriskie dati — personas dati péc specifiskas tehniskas apstrades, kuri attiecas uz fiziskas
personas fiziskajam, fiziologiskajam vai uzvedibas pazimém, pieméram, sejas attéli vai

daktiloskopiskie dati.

Biometriskas kategorizacijas sistéma — Ml sistéma, kuras mérkis ir noteikt fizisku personu
piederibu konkréetam kategorijam, pamatojoties uz vinu biometriskajiem datiem, ja vien tas
nepapildina citus komercpakalpojumus un nav absoliti nepiecieSams objektivu tehnisku iemeslu

dal.

Biometriskas talidentifikacijas sistema — ir Ml sistéma, kuras noliks ir identificét fiziskas personas
bez to aktivas iesaistiSanas, parasti no attaluma salidzinot personas biometriskos datus ar atsauces

datubaze esosSajiem biometriskajiem datiem.

Dzilviltojums — Ml generéts vai manipuléts attéls, audio vai video saturs, kurs atgadina realas
personas, priekSmetus, vietas, vienibas vai notikumus un maldinatu personu, ka attiecigais saturs

ir autentisks vai patiess.

6§t un paréjas sadala sniegtas definicijas noteiktas Maksliga intelekta akta 3. panta, taja noradrtajas ES tiesibu normas
un pétijuma Europol (2025). Al bias in law enforcement - A practical guide, Europol Innovation Lab observatory report.
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MI neobjektivitate — sistematiskas kllGdas vai aizspriedumi Ml sistemas datos, algoritmos vai
rezultatos, kas negodigi dod prieksroku vai nostada neizdeviga stavokii noteiktas grupas vai

individus.

Ml sistéma — masinizéta sistéma, kura projektéta darboties ar dazadiem autonomijas limeniem,
kura var péc ievieSanas but adaptiva, un kura eksplicitiem vai implicitiem meérkiem secina no
informacijas, ko ta sanem, ka generét iznakumus, pieméram, prognozes, saturu, ieteikumus vai

[emumus, kas var ietekmeét fizisko vai virtualo vidi.

Ml pratiba — prasmes, zinasanas un izpratne, kas nodrosinatajiem, uzturétajiem un skartajam
personam dod iespé&ju, nemot véra to tiesibas un pienakumus Sis regulas konteksta, veikt Ml
sistemu informétu uzturésanu, ka ar1 gat izpratni par Ml iespéjam un riskiem un par potencialo

kaitéjumu, ko tas var radit.

Nodrosinatajs — fiziska vai juridiska persona, publiska iestade, agentira vai cita struktdra, kura par
samaksu vai par brivu izstrada Ml sistému vai vispariga lietojuma MI modeli vai kura liek izstradat
Ml sistemu vai vispariga lietojuma MI modeli un laiZ to tirgl vai nodod Ml sistemu ekspluatacija ar

savu nosaukumuy/vardu vai precu zimi.

Personas dati — jebkura informacija, kas attiecas uz identificétu vai identificéjamu fizisku personu
(“datu subjekts”); identificéjama fiziska persona ir tada, kuru var tiesi vai netiesi identificét, jo Tpasi
atsaucoties uz identifikatoru, pieméram, minétas personas vardu, uzvardu, identifikacijas numuru,
atrasanas vietas datiem, tiessaistes identifikatoru vai vienu vai vairakiem minétajai fiziskajai
personai raksturigiem fiziskas, fiziologiskas, genétiskas, garigas, ekonomiskas, kulttras vai socialas

identitates faktoriem.

Profilesana — jebkura veida automatizéta personas datu apstrade, kas izpauZas ka personas datu
izmantos$ana nolika izvertét konkrétus ar fizisku personu saistitus personiskus aspektus, jo Tpasi
analizet vai prognozéet aspektus saistiba ar minétas fiziskas personas sniegumu darba, ekonomisko
situaciju, veselibu, personigam vélmem, interesém, uzticamibu, uzvedibu, atrasanas vietu vai

parvietoSanos.

Reallaika biometriskas talidentifikacijas sistéma — biometriskas talidentifikacijas sistema, kura
biometrisko datu uztversana, salidzinasana un identificéSana notiek bez butiskas aiztures, ietverot

ne tikai tultteju identifikaciju, bet ar1 ierobezotu islaicigu aizturi, lai novérstu apiesanu.
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Tiesibaizsardziba — darbibas, ko veic tiesibaizsardzibas iestades vai to varda, lai novérstu,
izmekletu, atklatu noziedzigus nodarijumus vai sauktu pie atbildibas par tiem, vai izpilditu

kriminalsodus, tostarp lai pasargatu no draudiem sabiedriskajai drosibai un tos noveérstu.

Tiesibaizsardzibas iestade — publiska iestade, kuras kompetence ir novérst, izmeklét, atklat
noziedzigus nodarijumus vai saukt pie atbildibas par tiem, vai izpildit kriminalsodus, tostarp
pasargat no draudiem sabiedriskajai droSibai un tos novérst; vai cita struktdra vai vieniba, kurai
dalibvalsts tiesibas uzticéts istenot publisku varu un publiskas pilnvaras ar meérki novérst, izmeklét
atklat noziedzigus nodarijumus vai saukt pie atbildibas par tiem, vai izpildit kriminalsodus, tostarp

pasargat no draudiem sabiedriskajai droSibai un tos novérst.

Uzturetajs — fiziska vai juridiska persona, publiska sektora iestade, agentlra vai cita struktira, kura
lieto Ml sistému, kas ir tas parzina, iznemot gadijumus, kad Ml sistému lieto personiskas

neprofesionalas darbibas veiksanai.
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3. Tiesibaizsardziba

Saskana ar Maksliga intelekta aktu par augsta riska Ml sistemam ir uzskatamas sistémas, ko
izmanto tiesibaizsardzibas joma, ciktal to izmantoSanu at]auj attiecigie ES vai valsts tiestbu akti (6.
panta 2. punkts, Ill pielikuma 6. punkts). Augstu risku rada piecu veidu Ml sistémas, ko paredzéts
izmantot tiesibaizsardzibas iestadés vai to varda, vai ES iestadés, struktlras, birojos vai agenturas,

kas atbalsta tiesibaizsardzibas iestades, vai to varda:

1) lai novértetu risku, ka fiziska persona varétu k|Gt par cietuso personu noziedzigos
nodarijumos;

2) kas atbalsta tiesibaizsardzibas iestades, pieméram, melu detektori un lidzigi riki;

3) pieradijumu uzticamibas izvértésanai, noziedzigu nodarijumu izmekléSanas vai
kriminalvajasanas gaita;

4) lai noveértétu risku, ka fiziska persona varétu izdartt vai atkartoti izdarit nodarijumu,
pamatojoties ne tikai uz fizisku personu profilésanu, kas minéta Direktivas (ES) 2016/680
(Policijas direktivas)’ 3. panta 4. punkta, vai lai novértétu fizisku personu vai grupu
personibas iezimes un rakstura Tpasibas vai agraku noziedzigu ricibu;

5) Policijas direktivas 3. panta 4. punkta minétajai fizisku personu profilésanai noziedzigu

nodarijumu atklasanas, izmeklésanas vai kriminalvajasanas gaita.

Attieciba uz pédéjiem diviem gadijumiem, Policijas direktivas 3. panta 4. punkts nosaka, ka
profilésana ir “jebkura veida automatizéta personas datu apstrade, kas izpauzas ka personas datu
izmantos$ana nolika izvertét konkrétus ar fizisku personu saistitus personiskus aspektus, jo Tpasi
analizét vai prognozet aspektus saistiba ar minétas fiziskas personas sniegumu darba, ekonomisko
situaciju, veselibu, personigam vélmem, interesém, uzticamibu, uzvedibu, atrasanas vietu vai

parvietoSanos”.

Maksliga intelekta akta ir izdalitas vairakas cita veida augsta riska Ml sistémas, ko art izmanto
tiesibaizsardzibas iestades. Maksliga intelekta akta Il pielikuma 7. punkta ka augsta riska joma ir
noteikta migracijas, patvéruma un robezkontroles parvaldiba, bet 8. punkta — tiesvedibas joma. Sis

jomas tiks aplikotas darba turpinajuma. Saskana ar Maksliga intelekta akta Il pielikuma 1. punktu

7 Eiropas Parlamenta un Padomes Direktiva (ES) 2016/680 (2016. gada 27. aprilis) par fizisku personu aizsardzibu
attieciba uz personas datu apstradi, ko veic kompetentas iestades [... ]. OVL 119, 04.05.2029
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par augsta riska Ml sistémam ir uzskatamas ari Ml sistémas, ko izmanto biometrija (biometriskas
talidentifikacijas sistéma; biometriskas kategorizacijas sistémas; emociju atpazisanas sistémas), kas

tika aplikota 2024. gada Pétijuma un $aja pétijjuma netiks analizétas.

Janem vera, ka saskana ar Maksliga intelekta akta Ill pielikuma 6. punktu augstu risku rada Ml
sistémas tiesibaizsardzibas joma “ciktal to izmantoSanu atlauj attiecigie ES vai valsts tiesibu akti”.
Sai noradei ir bdtiska nozime, jo Ml sistémas tiesibaizsardzibas joma var tikt uzskatitas ari par
aizliegtam saskana ar citiem tiesibu aktiem. Maksliga intelekta akta preambula ir uzsverts, ka fakts,
ka Ml sistéma saskana ar Maksliga intelekta aktu ir klasificéta ka augsta riska Ml sistéma, nebutu
jainterpreté ka norade, ka sistémas lietosana ir likumiga citu ES tiestbu aktu vai ar tiem saderigu
valsts tiesibu aktu ietvaros, pieméram, attieciba uz personas datu aizsardzibu, melu detektoru un
tamlidzigu riku vai citu sistému lietoanu fizisku personu emocionala stavokla noteik$anai. Sada
lietoSana bltu jaturpina tikai saskana ar piemérojamajam prasibam, kas izriet no Hartas un no
attiecigajiem ES un dalibvalstu tiesibu aktiem. Nebutu jauzskata, ka Maksliga intelekta akts
nodroSina juridisko pamatu personas datu, tostarp — attieciga gadijuma — 1pasu kategoriju
personas datu, apstradei, ja vien Maksliga intelekta akta nav konkréti noteikts citadi. (Maksliga
intelekta akta 63. apsvérums). Maksliga intelekta akts nesamazina aizsardzibu, tostarp prakses
aizliegumus, ko nosaka diskriminacijas novérsanas un datu aizsardzibas tiesiskais reguléjums, bet

gan papildina esoSo reguléjumu.

Maksliga intelekta akta 2. panta ir paredzeti vairaki visparigi iznémumi no Maksliga intelekta akta
darbibas jomas, kas ir batiski, lai pilniba izprastu ta Il pielikuma uzskaitito augsta riska jomu
praktisko pieméroSanu. Saskana ar 2. panta 3. punktu Maksliga intelekta akts neattiecas uz Ml
sistémam, ja tas tiek laistas tirg, nodotas ekspluatacija vai izmantotas vienigi militaros,
aizsardzibas vai valsts droSibas nolikos. Maksliga intelekta akta 24. apsvéruma ir sikak paskaidrots,
ka bltu jainterpreté jedziens “vienigi”, un kad Ml sistéma, ko izmanto $adiem noltkiem, tomér var
bat Maksliga intelekta akta darbibas joma. Pieméram, ja Ml sistéma, kas laista tirgli, nodota
ekspluatacija vai tiek lietota militaram, aizsardzibas vai valsts droSibas vajadzibam, (kadu laiku vai
pastavigi) izmanto citiem mérkiem, piemeéram, civiliem vai humaniem meérkiem, tiesibaizsardzibas
vai sabiedriskas drosibas mérkiem, sada sistéma ir Maksliga intelekta akta darbibas joma. Tada
gadijuma iestadei, kas izmanto Ml sistemu citiem nolukiem, bitu janodrosina Ml sistemas
atbilstiba Maksliga intelekta aktam, ja vien sistéma jau neatbilst minétajam aktam, — pirms tadas

izmantosanas tas ir japarbauda. Tomeér tam, ka Ml sistema var but Maksliga intelekta akta
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darbibas joma, nebitu jaietekmé valsts drosibas, aizsardzibas un militaras darbibas veicoSo iestazu
spéja izmantot minéto sistému valsts drosibas, militaram un aizsardzibas vajadzibam neatkarigi no
ta, kada veida iestade veic minétas darbibas. Pieméram, ja valsts izlikoSanas agentira ir uzdevusi
valsts droSibas agentilrai vai privatam operatoram izmantot reallaika biometriskas
talidentifickacijas sistémas valsts droSibas vajadzibam (pieméram, lai vaktu izlGkdatus), Sada
izmantos$ana butu izslégta no Maksliga intelekta akta darbibas jomas.® Skaidra valsts droSibas
izslegSana no akta darbibas jomas ir ipasi svariga, ja Ml sistémas tiek laistas tirgi, nodotas
ekspluatacija vai lietotas tiesibaizsardzibas vajadzibam, kas ir Maksliga intelekta akta darbibas

joma.?®

Eiropas Komisija 2025. gada 29. julija pienemtajas Pamatnostadnés par aizliegtu maksliga intelekta
praksi, kas noteikta Maksliga intelekta akta (turpmak — EK Pamatnostadnes)? skaidro, ka Ml
prakse, kas aizliegta saskana ar Maksliga intelekta akta 5. pantu, bltu janem veéra saistiba ar Ml
sistémam, kas klasificétas ka augsta riska sistémas saskana ar Maksliga intelekta akta 6. pantu, jo
Tpasi tam, kas uzskaitttas Il pielikuma. Tas ir tapéc, ka dazos gadijumos tadu Ml sistému
izmantos$anu, kas klasificétas ka augsta riska sistémas, konkrétos gadijumos var uzskatit par
aizliegtu praksi, ja ir izpilditi visi viena vai vairaku Maksliga intelekta akta 5. panta paredzéto
aizliegumu nosacijumi. Savukart lielaka daja Ml sistemu, kuram nepieméro Maksliga intelekta akta

5. panta uzskaitito aizliegumu, tiks klasificétas ka augsta riska sistémas.

EK Pamatnostadnés ir ari vérsta uzmaniba, ka Ml sistémas, kas iznémuma karta netiek uzskatitas
par augsta riska sistemam, pamatojoties uz Maksliga intelekta akta 6. panta 3. punktu, lai gan uz
tam attiecas Il pielikuma minétais augsta riska lietoSanas gadijums, joprojam var bt Maksliga
intelekta akta 5. panta noteikto aizliegumu darbibas joma. Maksliga intelekta akta 6. panta 3.
punkts nosaka, ka lll pielikuma minéto Ml sistému neuzskata par augsta riska sistému, ja ta nerada
batisku kaitéjuma risku fizisku personu veselibai, drosibai vai pamattiesibam, tostarp batiski
neietekmé lémumu pienemsanas iznakumu. Minétais iznémums ir piemeérojams, ja ir izpildits
jebkurs no sadiem nosacijumiem: a) Ml sistéma ir paredzéta Saura procediras uzdevuma
veikSanai; b) Ml sistéma ir paredzéta ieprieks pabeigtas cilveka darbibas rezultata uzlabosanai; c)

Ml sistéma ir paredzéta IEmumu pienemsanas modelu vai novirzu no iepriekse€jiem lemumu

8 Eiropas Komisija. (2025). Komisijas pazinojums. Komisijas Pamatnostadnes par aizliegtu maksliga intelekta praksi, kas
noteikta Regula (ES) 2024/1690 (Ml akta).

9 Turpat.

0 Turpat.
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pienemsSanas modeliem atklasanai, un ta nav paredzéta, lai aizstatu vai ietekmétu ieprieks
pabeigtu cilvéka veiktu novertéjumu, bez pienacigas cilveka veiktas parskatisanas; vai d) Ml
sistéma ir paredzéta sagatavosSanas uzdevuma veik$anai saistiba ar novertéjumu, kas ir batisks

[l pielikuma uzskaitito lietoSanas gadijumu noldkos. Minétas normas pédéjais teikums nosaka, ka
Maksliga intelekta akta Il pielikuma minétu Ml sistému vienmeér uzskata par augsta riska Ml

sistemu, ja Ml sistéma veic fizisku personu profilésanu.

Maksliga intelekta akta 5. panta pirma dala paredz astonus aizliegtas Ml prakses veidus:

1) kaitéjoSas manipulacijas un maldinasana;

2) kaitéjosa neaizsargatibas izmantoSana;

3) socialais novértéjums;

4) atsevisku noziedzigu nodarijumu riska novértéjums un prognozésana;
5) nemérkorientéta rasmosana sejas atpaziSanas datubazu izstradei;

6) emociju izsecinasana;

7) biometrisko datu kategorizacija;

8) reallaika biometriska talidentifikacija.

Ir svarigi noskirt augsta riska Ml sistémas no aizliegtas Ml prakses. Pieméram, Ml sistému
izmantoSana biometrijas joma var tikt klasificeta ka aizliegta Ml prakse. Saskana ar Maksliga
intelekta akta 5. panta 1. punkta h) apakSpunktu ir aizliegta Ml sistému lietoSana fizisku personu
reallaika biometriskajai talidentifikacijai publiski pieklUstamas vietas tiesibaizsardzibas noltkos,
iznemot izsme)oSi uzskaititas un Sauri definétas situacijas, kuras sistemu izmantosana ir absoluti
nepiecieSama butisku sabiedribas interesu istenosanai. Ml sistémas, ko izmanto biometrijas joma3,
var izmantot ari citas augsta riska jomas, pieméram, tiesibaizsardzibas, migracijas, patvéruma un
robezkontroles parvaldibas, ka art tiesvedibas un demokratisko procesu joma. Ka minéts ieprieks,

Ml sistémas, ko izmanto biometrijas joma, tika analizétas 2024. gada Pétijuma.

Vél viens gadijums, kad janoskir augsta riska un aizliegta Ml prakse, ir Ml izmanto$ana noziedzigu
nodarijumu riska novértésana un prognozéesana jeb prognozéjosai policijas darbibai. Saskana ar
Maksliga intelekta akta 5. panta 1. punkta d) apakSpunktu ir aizliegtas Ml sistémas, kas novérté vai
prognoze risku, ka fiziska persona varéetu izdarit noziedzigu nodarijumu, pamatojoties tikai uz
profiléSanu vai personiskajam pasibam un rakstura iezimém. Minéta norma paredz, ka aizliegums

neattiecas uz Ml sistemu, kuru izmanto, lai atbalstitu cilveka veiktu novértéjumu par personas
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iesaistiSanos noziedziga darbiba, kurs jau ir balstits uz objektiviem un parbaudamiem faktiem, kas

ir tiesi saistiti ar sadu darbibu.

Saskana ar Maksliga intelekta akta Ill pielikuma 6. punkta d) apakSpunktu Ml sistémas, uz kuram
neattiecas aizliegums un kuras paredzéts izmantot tiesibaizsardzibas iestadés vai to varda, vai ES
iestades, struktdras, birojos vai agenturas tiesibaizsardzibas iestazu atbalstam, lai novértétu risku,
ka fiziska persona pirmo reizi vai atkartoti izdara parkapumu, ne tikai pamatojoties uz profilésanu
vai personisko Tpasibu un rakstura iezimju novértésanu, vai ieprieks€éju noziedzigu uzvedibu,
klasificé ka “augsta riska” Ml sistémas. Sadam Ml sistémam ir jaatbilst visam prasibam un
pienakumiem, kas noteikti Maksliga intelekta akt3, tai skaita cilveka virsvadibas prasibai (Makshga

intelekta akta 14. un 26. pants).

EK Pamatnostadnes!? skaidro, ka cilvéka virsvadiba ir jauztic personam ar nepiecieSamo
kompetenci, apmacibu un pilnvaram, kuram butu jasp€j pienacigi izprast Ml sistemas spé&jas un
ierobezojumi, pareizi interpretét tas iznakumu un novérst automatizacijas neobjektivitates risku.
Sim personam vajadzétu bt skaidram procediram, apmacibai un nepiecie$amajai kompetencei
un pilnvaram, lai jégpilni novértétu Ml sistémas iznakumus. Saja konkrétaja gadijuma cilvéka
veiktam novértéjumam bitu janodrosina, ka jebkura Ml prognoze vai novértéjums par personas,
kas izdara noziedzigu nodarijumu, risku ir balstits uz objektiviem un parbaudamiem faktiem, kas
saistiti ar noziedzigu darbibu. Minétajam personam butu arT jaiejaucas, lai izvairitos no negativam

sekam vai riskiem vai apturétu Ml sistémas izmantoSanu, ja ta nedarbojas, ka paredzéts.

ES Pamatnostadnés tiek skaidrotas Maksliga intelekta akta Il pielikuma 6. punkta d) apakSpunkta
noteiktas augsta riska Ml sistemas, noradot, ka riska novéertéjumus, lai novértétu vai prognozétu
noziedziga nodarijuma izdarisanas risku, bieZi déve par individualu noziedziga nodarijuma
prognozésanu vai noziedziga nodarijuma paredzésanu. Lai gan nav visparpienemtas noziedziga
nodarijuma prognozésanas vai noziedziga nodarijuma paredzésanas definicijas, Sie termini kopuma
attiecas uz dazadam progresivam Ml tehnologijam un analitiskajam metodem, ko pieméro lielam
skaitam bieZi vien vésturisku datu (tai skaita socialekonomiskajiem datiem, ka arT policijas registru
datiem u. c.), kurus kopa ar kriminologijas teorijam izmanto, lai prognozétu noziedzibu ka pamatu
policijas un tiesibaizsardzibas stratégijam un ricibai, lai apkarotu, kontrolétu un novérstu

noziedzibu. Noziegumu prognozeésanas Ml sistémas identifice modelus vésturiskos datos, sasaistot

1 Eiropas Komisija. (2025). Komisijas pazinojums. Komisijas Pamatnostadnes par aizliegtu maksliga intelekta praksi,
kas noteikta Regula (ES) 2024/1690 (Ml akta).
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raditajus ar nozieguma iespéjamibu un péc tam ka prognozéjosu iznakumu generéjot riska
novértéjumu. Pieméram, $adas sistémas var izmantot, lai planotu policijas darba grupas,
uzraudzitu augsta riska situacijas un veiktu to personu kontroli, kuras saskana ar prognozém ir
iespéjami (atkartoti) likumparkapéji. Tomeér sada vésturisko datu izmantosana par veiktajiem
noziegumiem, lai prognozétu personu turpmako uzvedibu, var turpinat vai pat pastiprinat
neobjektivitati. Sada datu izmantosana var arf izraisit to, ka batiski individualie apstakli netiek
nemti véra, ja Sie apstakli nav daja no datu kopas vai netiek nemti véra algoritmos, ar kuriem

darbojas konkréta Ml sistéma.*?

Eiropola 2025. gada pétijuma ir vérsta uzmaniba uz neobjektivitates risku, ko rada Ml sistemu
izmantoSana tiesibaizsardzibas joma. Lai gan Ml tehnologiju pielietojumi tiesibaizsardzibas
iestadeés, pieméram, paredzosa policijas darbiba, automatizéta modelu identificésana un uzlabota
datu analize, sniedz ievérojamas prieksrocibas, tam ir ari raksturigi riski. Sie riski rodas no
aizspriedumiem, kas iestradati Ml sistému projektésana, izstradé un ievieSana, kas var veicinat
diskriminaciju, pastiprinat sabiedribas nevienlidzibu un apdraudét tiesibaizsardzibas darbibu
integritati. Ml raditas neobjektivitates var rasties jebkura Ml sistémas dzives cikla posma.
Projektésanas fazé vésturiskas un reprezentacijas neobjektivitates biezi atspogulo nevienlidzigus
sabiedribas modelus, kas noved pie sagrozitiem rezultatiem. lzvietoSanas fazé launpratigas
izmanto$anas neobjektivitate un parmeériga palausanas uz Ml rezultatiem (automatizacijas
neobjektivitate) var novest pie nepareizam darbibam, pieméram, nevajadzigas novérosanas vai
nepareiziem arestiem. Sis problémas ir Tpasi izteiktas prognozéjo$aja policijas darba, kur
neobjektivi dati un atgriezeniskas saites cilpas var pastiprinat stereotipus un nesameérigi véersties

pret marginalizétam kopienam.'3

Turpmak tiks aplikoti konkréti prakses pieméri, kas atklaj, ka Ml sistémas tiesibaizsardzibas joma

var radit diskriminacijas risku.

12 Eiropas Komisija. (2025). Komisijas pazinojums. Komisijas Pamatnostadnes par aizliegtu maksliga intelekta praksi,
kas noteikta Regula (ES) 2024/1690 (MI akta).
13 Europol (2025). Al bias in law enforcement - A practical guide, Europol Innovation Lab observatory report.
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Prakses piemeéri

VioGén sistéma vardarbibas riska gimené novértésanai

Sistémas, kas izmantotas, lai novértétu risku, ka fiziska persona varétu k|Gt par noziedzigos
nodarijumos cietuso personu, noteiktas ka augsta riska sistémas saskana ar Maksliga intelekta akta
[l pielikuma 6. punkta a) apakSpunktu. Viens no piemériem, kas parada $adu sistému
diskriminacijas risku, ir 2007. gada Spanijas lekslietu ministrijas ieviesta automatizeta sistéma
VioGén, kas tika paredzéta ka riska novértésanas riks vardarbibas gimené riska [Tmenu
atpazisanai.l* Sistéma tika ieviesta, lai aizsargatu sievietes un bérnus no vardarbibas gimené un
novértétu sievietém draudosas agresijas riska pakapi, un pieskirtu vértéjumu, kas noteiktu policijas

aizsardzibas [imeni, kas vinam butu jasanem.

Lai gan sistemas meérkis liekas atbalstams, tas ievieSanas laika radas vairakas problémas. 95%
gadijumu tika pieskirts automatisks riska vértéjums un tikai 3% gadijumi tika novertéti ka "vidéja"
vai “augsta” riska, kas tika noteikts ka minimalais slieksnis, lai policija iejauktos. lespéjamas sekas
sistémas izmantosanai varétu bat, ka laika posma no 2003. lidz 2021. gadam 71 sieviete, kas bija

iesniegusi zinojumu un nesanéma aizsardzibu, tika nogalinata.

Pétnieki ari vérs uzmanibu uz iespéjamu diskriminaciju tautibas vai izcelsmes valsts dée|. VioGén
arvalstis dzimusajam sievietém pieskira zemakus riska flmenus neka Spanija dzimusajam sievietém,

izlidzinot to atbilsto$i iedzivotaju skaitam, ko varétu uzskatit par netiesu diskriminaciju.'®

Lidzas sistemas uzticamibai, tika konstatéta art parredzamibas probléma. Tikai 35% sievieSu, kuras
izmantoja VioGén sistému, zinaja savu véertéjumu. Tas liecina, ka sistéma nebija parskatama un
sievietém, kuras uz to palavas, netika sniegta atgriezeniska saite. Turklat sisteémas audits atklaja, ka
tie, kuriem bija uzdots sistemu uzraudzit, bija atbildigi ari par tas izstradi. Tas liecina par

nepietiekamu sistémas aréjo uzraudzibu.

14 sobrino-Garcia, I. (2021). Artificial Intelligence Risks and Challenges in the Spanish Public Administration: An
Exploratory Analysis through Expert Judgements. Administrative Sciences. 11(3); Martinez Garay, L., Boix Palop, A.,
Briz Reddn, A. et.al. (2022). Three predictive policing approaches in Spain: Viogén, RisCanvi and Veripol. Assessment
from a human rights perspective;

Orakhelashvili, A. (2024). Real World Cases of Annex Il Al Act applications that posed risks to fundamental rights.

15 Martinez Garay, L., Boix Palop, A., Briz Reddn, A. et.al. (2022). Three predictive policing approaches in Spain: Viogén,
RisCanvi and Veripol. Assessment from a human rights perspective.
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Melu detektori un citi riki, kas atbalsta tiesibaizsardzibas iestades

Ml sistémas, kas atbalsta tiesibaizsardzibas iestades (pieméram, melu detektori un lidzigi riki), ir
noteiktas ka augsta riska sistémas Maksliga intelekta akta Il pielikuma 6. punkta b) apakSpunkta.
Viens no spilgtakajiem piemériem, kas parada $adu sistému radito risku, ir iBorderCtrl sistéma
automatizétu melu noteik$anas sistéma imigracijas kontrolei.® Sistéma tika izmantota, lai
iecelotajiem uzdotu jautajumus par vinu personigo pieredzi un celojuma planiem, ta novéertéeja
vinu mikroizteiksmes un zinoja, ja radas aizdomas par negodigumu. Sis riks tika kritizéts ka
“pseidozinatnisks”, “mulkigs” un salidzinats ar Orvela distopiju. ST kritika ir balstita uz atklajumiem,

kas liecina par sistémas neprecizitatem un neobjektivitati. Minéta sistéma ir aplikota Pétijuma 5.

nodala par Ml sistemam migracijas, patvéruma un robezkontroles parvaldibas joma.

VeriPol riks nepatiesu zinojumu par laupisanu atklasanai

Spanijas valsts policijas 2018. gada ieviesta VeriPol sistema ir vél viens Ml sistému, kas atbalsta
tiestbaizsardzibas iestades, izmantoSanas piemérs. Sistéma izmantoja M, lai novértétu varbatibu,
ka personas iesniegtais zinojums par vardarbigu laupiSanu ir nepatiess. Riks tika piemérots
laup1$anas gadijuma, kas saistita ar vardarbibu vai vardarbibas piedraudéjumu, vai zadzibas
gadijuma, pieméram, kas izdarita, uz ielas pek3ni un spécigi izraujot personas rokassominu.’ 2024.
gada policija pazinoja, ka partrauc izmantot sistemu, ka iemeslu minot, ka tas izmantoSana nav
noderiga tiesvedibas.'® Pétnieki norada, ka VeriPol sistéma, visticamak, ietvéra aizspriedumus un
sniedza atskirigus rezultatus dazadam iedzivotaju grupam, un sistematiski diskriminéja dazas
grupas.

Sistéma tika izveidota, pamatojoties uz klasifikaciju starp nepatiesiem un patiesiem zinojumiem,
ko sniedzis policists, tapéc nepatiesus zinojumus, ko Sis darbinieks (vai policisti kopuma) nav
spéjusi atklat, Veripol arT nevar atzit par nepatiesiem. Turklat Sistema nevar atklat, ka pilsoni melo
policijai, jo ta nedarbojas ar stdzibas iesniedzéja tekstu, ko ta sniedz policijai, bet gan ar tekstu, ko
policija pieraksta no sidzibas iesniedzéja stasta. Visbeidzot dazadie veidi, ka dazadas iedzivotaju
grupas izpauz sevi (péc izglitibas limena, socialekonomiska statusa, geografiskas izcelsmes, vecuma

vai invaliditates utt.), var liela méra ietekmét dabiskas valodas apstrades rika rezultatus, un,

16 Skat. Gallagher R., Jona L. (26 July, 2019). We tested Europe’s new lie detector for travelers —and immediately
triggered a false positive. The Intercept.

17 Martinez Garay, L., Boix Palop, A., Briz Reddn, A. et.al. (2022). Three predictive policing approaches in Spain: Viogén,
RisCanvi and Veripol. Assessment from a human rights perspective.

18 Garcia, C., Maqueda, A., Cabo D., Laursen L. (2025). Spanish National Police stop using Veripol, its star Al for
detecting false reports.
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neskatoties uz to, nav pieradijumu, ka stidzibu atlase, ar kuram sistéma tika izveidota (ne art vélak
to stdzibu uzraudziba, ar kuram ta strada kops tas ievieSanas policijas iecirknos), ir bijusi kontrole
par to, vai rezultati atsSkiras atkariba no So dazado grupu 1pasSibam. Ta rezultata, VeriPol varétu
sistematiski diskriminét dazas grupas. Turklat sistémas izmanto$ana netika nekada veida
uzraudzita. Nebija nekadas instrukcijas policijas darbiniekiem, kas skaidrotu, kad riks ir jaizmanto

vai ka batu jarikojas, pamatojoties uz ta sniegtajiem rezultatiem.®
Verus Ml sistéma, kas atbalsta tiesibaizsardzibas iestades

Vél viens Ml sistémas, kas atbalsta tiesibaizsardzibas iestades, piemérs ir Verus sistéma, ko
izstradajusi Leo Technologies.?? Sistéma ir izvietota vairakos ASV cietumos, lai nodro3inatu
cietumu droSibu. Ta izmanto tehnologiju, kas parveido runu teksta, un kuras pamata ir atslégvardi,
lai uzraudzitu telefona zvanus. Tomér $1sistéma ir radijusi bazas par pamattiesibu ievérosanu.
Pastav bazas par privatumu, Tpasi attieciba uz gimenes locekliem vai citam personam, kas varétu
sarunaties ar ieslodzitajiem, potenciali radot jautajumus par privatuma ievérosanu. Ir paustas art
bazas par diskriminaciju, jo tehnologijas, kas parveido balsi teksta, ir neprecizakas attieciba uz
tumsadainu personu balsim. Turklat, nemot véra cietumos esoSo personu demografisko sastavu,
lielaks ASV ieslodzito Tpatsvars ir tum$adainas personas un personas ar spanu izcelsmi.?!
Novérosanas tehnologiju uzraudzibas projekta dibinatajs Alberts Fokss Kans (Albert Fox Cahn) ir
izteicis kritiku par $adas sistémas izmantosanu, noradot, ka daudzi no prognozésanas rikiem var
radit neparedzétas kliidas.?? Sis tehnologijas tiek izmantotas, lai diskriminéjosi profilétu personas
cietumos un ieslodzijuma vietas, ierakstitu vinu sarunas ar advokatiem un gimenes locekliem un

papladinatu aizvien pieaugo3o elektronisko novéro3anas tiklu.?3

Kaitejuma novertésanas riska riks HART atkarota noziedziga nodarijuma iespé&jamibas

noveértésanai

Ml sistémas, ko paredzéts izmantot tiesibaizsardzibas iestadés, lai novértétu risku, ka fiziska
persona varéetu izdartt vai atkartoti izdarit noziedzigu nodarijumu, ir noteiktas ka augsta riska

sistémas saskana ar Maksliga intelekta akta lll pielikuma 6. punkta d) apakSpunktu. Viens no

19 Martinez Garay, L., Boix Palop, A., Briz Reddn, A. et.al. (2022). Three predictive policing approaches in Spain: Viogén,
RisCanvi and Veripol. Assessment from a human rights perspective.

20 Orakhelashvili, A. (2024). Real World Cases of Annex Il Al Act applications that posed risks to fundamental rights.

21 AIAAIC. (2022). US prison inmate Al call monitoring plan raises privacy, bias concerns.

22 Mccray R. (2025). From Surveillance to Robot Guards: How Al Could Reshape Prison Life.

B gkat. Fassier, E. (2021). Prison Phone Companies Are Recording Attorney-Client Calls Across the US.
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iespéjamiem $adu Ml sistemu piemeériem ir kaitéjuma novértésanas riska riks HART (Harm
Assessment Risk Tool — anglu val.).?* HART bija algoritmisks riks, ko Anglija Daremas policijas
iecirknis izmantoja, lai palidzétu darbiniekiem izlemt, vai personam, kuram ka droSibas lidzeklis ir
piemérots apcietinajums, butu japiedava iesp€ja piedalities rehabilitacijas programma
“Checkpoint”. HART sistéma izmantoja “apcietinajuma notikumu datus”, kas ieglti no policijas
apcietinajuma parvaldibas informacijas sistemam par pieciem gadiem idz 2012. gada beigam, un
trisdesmit Cetrus kritérijus riska prognozésanai. Pamatojoties uz datiem par personas uzvedibu
apcietinajuma laika un datiem no Durhamas policijas iepriek$éjiem ierakstiem, HART it ka
aprékinaja, kads ir risks, ka persona izdaris noziedzigu nodarijumu turpmako divu gadu laika, ko
raksturoja ka “likumparkapéja bistamibas” prognozi (kas ir nepareizs apziméjums, jo personas
nebija notiesatas, un tapéc nepareizi tika raksturotas ka “likumparkapéjas”). Personas, par kuram
tika prognozeéts, ka tas, visticamak, izdaris “nopietnu” nodarijumu (definéts ka nodarijums, kas
saistits ar vardarbibu), mazak smagu nodarijumu vai vispar neizdaris nodarijums, tika klasificétas

5 n u

attiecigi ka “augsta”, “vidéja” vai “zema” riska personas. Tikai tas personas, kuram tika sniegta

“vidéja” prognoze, bija tiesigas izmantot Checkpoint programmu.?’

Viena no problémam bija HART rika ticamibas trukums, jo apmacibas dati nebija pietiekami, lai
varétu izdartt prognozi. Tie tika veidoti no datiem par apcietinajuma ka droSibas lidzekla
piemérosanu, kas pats par sevi nav noziedzibas raditajs. Lidz ar to augstaka vértejuma pieskirsana
patiesiba nebija noziedzibas prognozésana, bet labakaja gadijuma iespéjamas apcietinasanas
prognozésana. Ta ka Checkpoint programmu bija tiesibas izmantot tikai tam personam, kuras tika
novertéetas ka “videja” riska, algoritmiskais lEmumu pienemsanas process ietekméja personu
iespéjas un nakotnes izredzes. Sads riks, kas prognozé personas turpmako ricibu, rada tiesibu uz
taisnigu tiesu un nevainiguma prezumpcijas aizskaruma risku. Turklat, nemot véra $i rika
iespéjamo negativo ietekmi uz personas tiesibam, ir svarigi, lai personai bitu tiesibas apstridét
procesu un lémumus. Turklat iespéjamais iznakums, proti, personas apcietinasana, tiesi ietekmé

personas pamattiesibas uz brivibu un drosibu.

24 Orakhelashvili, A. (2024). Real World Cases of Annex Ill Al Act applications that posed risks to fundamental rights.
25 Yeung, K., Harken, A. (2023). How do ‘technical’ design-choices made when building algorithmic decision-making
tools for criminal justice authorities create constitutional dangers? Part Il, Public Law.
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Vel viens piemeérs, kas parada, ka Ml sistémas, kas atbalsta tiesibaizsardzibas iestades, var radit
diskriminacijas risku, ir sistema COMPAS - Korigéjosa likumparkapéju parvaldibas profiléSana
alternativam sankcijam (Correctional Offender Management Profiling for Alternative Sanction —
anglu val.) potenciala recidivisma novértésana.?® Ta tiks plasak aplukota Pétijuma 6. nodala par Ml

sistémam, ko izmanto tiesvedibas joma.
Prognozéjosas policijas sistémas

Maksliga intelekta akta Ill pielikuma 6. punkta d) apakSpunkta ka augsta riska MI sistémas ir
noteiktas sistémas, kas tiek izmantotas, lai novértétu risku, ka fiziska persona varétu izdarit vai

atkartoti izdarit noziedzigu nodarijumu jeb ta sauktas prognozéjosas policijas sistémas.

Tiesibaizsardzibas iestadés Ml aizspriedumi var radit Tpasi kaitigas sekas prognozéjosas policijas
sistémas. Prognozéjosa policijas darbiba attiecas uz analitisko metoZu izmantosSanu
tiesibaizsardzibas iestadés, lai veiktu statistiskas prognozes par potencialu noziedzigu darbibu. Ta
ir policijas stratégija, kas izmanto algoritmisku uzraudzibu, lai prognozétu turpmakus noziedzigus
nodarijumus, noziedzniekus un upurus, lai iejauktos pirms noziedzigu nodarijumu izdari$anas.?’
Var iz8kirt divus prognozéjosas policijas darbibas veidus: paredzoSo kartésanu un paredzos$o
identifikaciju. Visbiezak izmantotais prognozéjosas policijas darbibas veids ir paredzosa kartésana
vai uz vietu balstita paredzosa policijas darbiba. Tas attiecas uz progresivu geotelpisko analizi, lai
prognozétu, kad un kur noziedzigs nodarijums varétu notikt apkopota analizes limeni. Apkopota
analizes [imeni tiek veikta noziedzibas datu kolektiva izpéte noteiktos geografiskos apgabalos vai
laika periodos, lai identificétu modelus un tendences. Si pieeja balstas uz noziedziga nodarijuma
vietas vai paaugstinata riska laika prognozésanu, nevis uz konkrétu personu vai notikumu
meérkéesanu. Ja uz vietu balstita paredzosa policijas darbiba, reagéjot uz augstaku noziedzigu
nodarijumu biezumu dazas apkaimes, vairak mérke uz grupam, kas saistitas ar aizliegtajiem
diskriminacijas kritérijiem, ta ir netiesSa diskriminacija. Pieméram, paredzosas policijas darbibas
algoritmu izmantoS$ana var izraisit nevajadzigi palielinatu policijas klatbutni vietas, kuras
galvenokart dzivo noteiktas etniskas minoritates. Savukart paredzosa identifikacija ir analize
personas vai grupas limeni, un $ada gadijuma tiek apstradati personas dati. Ta var koncentréties uz

potencialo likumparkapéju, likumparkapéju identitates, kriminalas uzvedibas un potencialo

26 Orakhelashvili, A. (2024). Real World Cases of Annex Ill Al Act applications that posed risks to fundamental rights.
27 Europol (2025). Al bias in law enforcement - A practical guide, Europol Innovation Lab observatory report.
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noziedziga nodarijuma upuru prognozeésanu. K3 tika noradits ieprieks, Maksliga intelekta akts
ierobeZo prognozejosas policijas darbibas. Lai mazinatu riskus, tai skaita nepamatotu arestu
iespéjamibu, butiska nozime ir cilvéka veiktai uzraudzibai. Standarta prakse ir jebkuras Ml

sakritibas parbaude, ko veic vismaz divi cilveki.

Eiropa ir vairaki piemeri, kad tiek izmantotas prognozéjosas policijas sistemas, kas iespéjams rada
diskriminacijas risku. Viens no piemériem ir Niderlandes Sensing projekts, kas tika veikts no 2019.
gada janvara lidz 2020. gada oktobrim, un bija vérsts uz tadu noziedzigu nodarijumu ka veikalu
zadzibas apkarosanu dienvidaustrumu pilséta Rirmonda. Sensing projekts izmantoja attalinatos
sensorus pilséta un tas apkartné, lai noteiktu to automasinu marku, krasu un marsrutu, kuras
parvadaja personas, kuras tika turétas aizdomas par to, ko policija déve par “mobilo banditismu”.
Sensing projekts identificéja transportlidzek|us ar Austrumeiropas numura zimém, méginot atskirt
romus ka iespéjamus kabatzaglus un veikalu zaglus. Pats modelis bija 1pasi vérsts pret personam,
kas nav Niderlandes pilsoni. Rirmondas policija izslédza Niderlandes pilsonus no “mobila
banditisma” definicijas un saSaurinaja Sensing projekta jomu, kas bija neparprotami neobjektivi un
diskriminéjosi pret noteiktam iedzivotaju grupam uz rases un etniskas piederibas pamata.
Konkrétak, sistéma bija vérsta uz augstaku riska raditaju noteikSanu personam ar Austrumeiropas
un romu etnisko piederibu, ka rezultata Sim grupam bija lielaka iespéjamiba tikt paklautai tadiem

pasakumiem k3 datu glabasana policijas datubazés.?®

Vél viens piemérs ir Vacija un Sveicé izmantota prognozé&josa kartésanas programmatira
PRECOBS.%° T3 izmanto algoritmus un informaciju par pagatné izdaritiem noziedzigiem
nodarijumiem, lai prognozetu ta saukto “gandriz atkartotu” noziedzigu nodarijumu izdarisanu.
Izmantojot nesenus pagatnes parkapumu datus, policijas iestadém tiek sniegtas prognozes par
noteiktu “rajonu”, un tas tiek izmantotas operativiem pasakumiem un noziedzigu nodarijumu
noveérsanai, tadéjadi radot iespéjamu diskriminacijas risku pret noteiktam iedzivotaju grupam, kas
galvenokart tur dzivo. Prognozéjosa policijas darbiba ir paredzéta, lai sniegtu prognozes par
konkrétiem noziedzigiem nodarijumiem (pieméram, zadzibu, laupisanu, launpratigu dedzinasanu).
Prognozésanas programmatiru izstradaja Modelu prognozésanas tehnologiju instituts (The

Institute for Pattern-based Forecasting Technology IfmPt), kuru 2021. gada parnéma Logobject

28 Amnesty International. (2020). We sense trouble: Automated Discrimination and Mass Surveillance in Predictive
Policing in the Netherlands.

2 Egbert, S., Krasmann, S. (2019). Predictive policing: Not yet, but soon preemptive? Policing and Society, 30(8), 905—
919.
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Deutschland GmbH. Vacijas policija Karlsriié un Stutgarté noléma partraukt PRECOBS
programmatdras izmantosanu, jo nebija pietiekamu noziedzigu nodarijumu datu, lai veiktu

ticamas prognozes.

Viens no galvenajiem izaicinajumiem prognozéjosaja policijas darba ir neobjektivu datu
izmantos$ana. Algoritmu apmacibai izmantotie dati ir vésturiski dati no policijas datubazém, un tie
var nebut reprezentativi pasreizéja bridi. Apkopotie dati ir divéjadi: no zinotajiem noziedzigajiem
nodarijumiem un no noziedzigiem nodarijumiem, ko novérojusi vai atklajusi pati policija. Datu
izplatibu ietekmé noteiktu socialekonomisko grupu nevélésanas zinot par noziegumiem,
palielinata policijas klatbltne noteiktas teritorijas, noziedziga nodarijuma veids, kas padara to
vairak vai mazak “novérojamu” vai, visticamak, par ko tiks zinots utt. Turklat var pastavéet
neobjektivitate apmacibu procesa, ja pats masinmacisanas modelis var pastiprinat jau esoSo
neobjektivitati. Visbeidzot, izlases neobjektivitate rodas tapéc, ka vairak noziedzigie nodarijumi
tiek noveéroti tur, kur vairak atrodas policija. Pastavot Sim neobjektivitatém un tas nesamazinot,
péc noteikta laika neobjektivas Ml sistémas izejas dati tiek atgriezti ka ievades dati atgriezeniskas
saites cilpas mehanisma dé|. Sistémas izmantosanas rezultata lielaka dala policijas spéku tiek
norikoti viena apgabala, kura vésturiski ir bijis vairak noziedzigu nodarijumu neka cita. Tas noved
pie tadu datu kopu izveides, kas Skietami atspogulo augstaku noziedzibas limeni, bet patiesiba
atspogulo lielaku policijas uzmanibu. Turklat pasi masinmacisanas modeli var veidot atgriezeniskas
saites cilpas, ja tie turpina macities péc ievieSanas. Tipiski pieméri ir apmacibas modeli, kas
periodiski tiek apmaciti, izmantojot datus, kas uzkrati grupas vai tieSsaistes macibu modelos, kas

tiek nepartraukti apmaciti, sanemot jaunus datus.

Sads algoritms, pieméram, tika izmantots Niderlandes bérnu apriipes pabalstu krap$anas skandal3,
kas ir viens no spilgtakajiem piemériem, kas atklaj, ka Ml sistému izmantosSana var radit
diskriminaciju. Niderlandes valdiba ieviesa sistémiska riska identificéSanas (SyRl) krapsanas
apkarosanas sistému, ko izmantoja, lai atklatu krapSanu socialas labklajibas joma. Tas
izmantos$anas rezultata vairak ka divdesmit tikstosi vecaku tika nepamatoti apstdzeti par
krapnieciskiem pabalstu pieprasijumiem, pieprasot viniem atmaksat sanemtos pabalstus. Daudzos
gadijumos summa sasniedza vairakus desmitus tlkstosu eiro, radot gimeném smagas finansialas
grutibas. Turklat SyRl sistemu, galvenokart, izmantoja apkaimeés, kuras dzivoja maznodrosinatas
personas, un ta radija diskriminaciju iedzivotaju socialekonomiska stavokla un etniskas izcelsmes

del. 2020. gada Hagas tiesa lika apturét SyRI darbibu, secinot, ka tiestbu akti, ar kuriem tika
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izveidots SyRI, nenodrosinaja pietiekamu aizsardzibu pret iejaukSanos privataja dzive, jo tika veikti
nesamérigi pasakumi krapsanas novérsanai un sodisanai ekonomiskas labklajibas interesés.3° Syri
sistéma un vairaki citi prakses piemeri, kas parada riskus, ko rada sistémas, ko iestades izmanto

krapSanas atklasanai socialas labklajibas joma, ir aplikoti 2024. gada Pétijuma.

30 UNESCO. (2023). Global toolkit on Al and the rule of law for the judiciary.; Algorithm Watch. (2020). How Dutch
activists got an invasive fraud detection algorithm banned.; Murad M. (2022). Fighting Back on Algorithmic Opacity.
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4. Kritiska infrastruktira

Saskana ar Maksliga intelekta aktu par augstu riska Ml sistémam uzskata sistémas, ko izmanto
kritiskas infrastruktlras joma — Ml sistémas, ko paredzéts izmantot ka drosibas sastavdalas
kritiskas digitalas infrastruktiiras parvaldiba un darbiba, celu satiksmé vai Gdens, gazes vai

elektroapgadé vai apkures nodrosinasana (6. panta 2. punkts, Ill pielikuma 2. punkts).

Maksliga intelekta akts skaidro, ka nenovérsamus draudus fizisku personu dzivibai vai fiziskajai
drogibai var radit Eiropas Parlamenta un Padomes Direktivas (ES) 2022/25573! 2.panta 4. punkt3
definétas kritiskas infrastruktdras nopietni traucéjumi, ja Sadas kritiskas infrastruktdras
traucéjumu vai iznicinasanas rezultata nenovérsami tiktu apdraudéta personas dziviba vai fiziska
drosiba, tostarp, nopietni kaitéjot pamatapgades nodrosinasanai iedzivotajiem vai valsts

pamatfunkciju 1stenosanai (33. apsvérums).

Attieciba uz kritiskas infrastrukttras parvaldibu un darbibu ka augsta riska sistemas tiek klasificétas
tas Ml sistémas, kuras paredzéts lietot ka drosibas sastavdalas Direktivas (ES) 2022/2557 pielikuma
8. punkta uzskaitttas kritiskas digitalas infrastruktdras parvaldiba un darbiba, celu satiksme, ka art
ddens, gazes un elektroenergijas piegadé un apkures nodrosinasana, jo sistému darbibas atteice
vai trauceéjumi var plasa méroga apdraudét cilveku veseltbu un dzivibu un izraisit ievérojamus
traucéjumus socialo un saimniecisko darbibu parastaja norisé. Kritiskas infrastruktiras, tostarp
kritiskas digitalas infrastruktiras, droSibas sastavdalas ir sistemas, ko lieto, lai tiesi aizsargatu
kritiskas infrastruktaras fizisko integritati vai cilveku veselibu un drosibu un mantas drosibu, bet
kas nav nepiecie$amas sistémas darbibai. Sadu sastavdalu atteice vai darbibas traucéjumi var tiesi
radit riskus kritiskas infrastruktiras fiziskajai integritatei un tadejadi riskus cilveku veselibai un

drosibai un mantas droSibai (Maksliga intelekta akta 55. apsvérums).

Maksliga intelekta akta preambula ari skaidrots, ka sastavdalas, ko paredzéts lietot tikai
kiberdroibas nolikos, nav uzskatamas par drosibas sastavdalam. Sadas kritiskas infrastruktdras
drosibas sastavdalu piemeéri var bt sistémas tdens spiediena uzraudzibai vai ugunsgréka

signalizacijas sistemas makondatosanas centros (55. apsvérums).

3! Eiropas Parlamenta un Padomes Direktiva (ES) 2022/2557 (2022. gada 14. decembris) par kritisko vienibu noturibu
un Padomes Direktivas 2008/114/EK atcel$anu. OV L 333, 27.12.2022.
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ES kritiskas infrastruktdras tiesibu akti (Direktiva (ES) 2022/255732 un Regula (ES) 2023/245033)
nosaka plasu nozaru sarakstu, kas ietver komunalos pakalpojumus un energétiku, Gdensapgadi,
transportu, partiku, atkritumu apsaimniekosanu, sabiedrisko pakalpojumu parvaldi, komunikaciju

digitalo infrastruktiru un kosmosu.

Ml sistemu izmantoSana kritiskaja infrastruktdra tadéjadi ir saistita ar Maksliga intelekta akta IlI
pielikuma 5. punktu, kas ka augsta riska Ml jomu nosaka piekluvi privatiem pamatpakalpojumiem
un sabiedriskajiem pamatpakalpojumiem un pabalstiem un to izmanto$anu.3* 2024. gada Pétijjuma
tika detalizetak aplikota minéta joma, ka ari analizéti prakses pieméri, kas atklaj diskriminacijas

riskus.

Ml sistémas, ko izmanto kritiskas infrastruktdras joma, var apdraudét personu veselibu un drosibu
un nav pamata saistiti ar diskriminacijas risku. Lai gan konkréti prakses piemeéri, kas atklatu ka var
parkapt diskriminacijas aizlieguma principu, nav atrodami, taja pasa laika Ml izmantos$ana $aja
joma rada bazas par kiberdroSibas riskiem Ml vadita kritiskas infrastruktiras aizsardziba. Prakse
pastav arf citi étiski un tiesiski izaicinajumi, pieméram, kas saistiti ar M| sistémas izmanto$anu
kritiskas infrastrukttras pamatpakalpojumu parvaldibu un rada bazas par diskriminéjosu resursu

sadali un cenu noteikSanu. Zemak ir sniegti dazi piemeéri, kas atklaj Sos riskus.

32 Eiropas Parlamenta un Padomes Direktiva (ES) 2022/2557 (2022. gada 14. decembris) par kritisko vienibu noturibu
un Padomes Direktivas 2008/114/EK atcelSanu. OV L 333, 27.12.2022.

33 Komisijas delegéta regula (ES) 2023/2450 (2023. gada 25. jilijs), ar ko papildina Eiropas Parlamenta un Padomes
Direktivu (ES) 2022/2557, izveidojot pamatpakalpojumu sarakstu/. OV L, 2023/2450, 30.10.2023.

34 Mazzarella J. (2024). Al in Critical Infrastructure Markets: Are Smart Systems Al? The EU Act Says They May Be. Al
Alert.
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Prakses piemeéri

KiberdroSibas un étikas izaicinajumi saistiba ar kritiskas informacijas aizsardzibu Ml balstita vidé
Ml integracija paplasina uzbrukuma iespéjas kritiskaja energétikas infrastruktira, padarot sistémas
par pievilcigiem mérkiem ar potenciali postosam sekam.3® |zaicinajumi ietver ar Ml saistitas
ievainojamibas, pieméram, pretinieku uzbrukumus un datu saindésanu?®, riskus, kas saistiti ar MI
integrésanu ar novecoju$am sisttmam un lietu interneta iericem3’, potencialus datu privatuma
parkapumus, kas grauj sabiedribas uzticésanos32, un draudus sistémas stabilitatei un drosibai®.
Pat Ml vaditiem kiberdrosibas rikiem ir ievainojamibas, un drosibas draudus palielina darbinieku

prasmju trakums.

Ml izmantosSana, lai pienemtu [emumus, kas saistiti ar energétiku, rada étiskas bazas par
algoritmisko neobjektivitati, datu privatumu un atbildibu.?® Ml sistémas, kas apmacitas, izmantojot
vésturiskus datus, kas atspogulo sabiedribas nevienlidzibu®!, var novest pie diskriminéjoSiem
rezultatiem resursu sadalé vai cenu noteik3ana, graujot sabiedribas uzticé$anos*?. Datu privatums,
izmantojot viedos skaititajus un lietu internetu, ir svarigs, jo parkapumi ir saistiti ar kiberdrosSibas
riskiem. Savukart Ml izskaidrojamibas trakums sarezgi jautajumu par atbildibu par Ml sistému

Kladam.

Viens no Ml sistemu ievieSanas gadijumiem, kas ir radijis bazas, ir saistits ar bitisku resursu,
pieméram, udens un elektroenergijas piegadi, pat tad, ja sistémas ir ieviestas sociali atbalstamiem
meérkiem. Spanijas valdiba ieviesa programmu Bono Social de Electricidad (BSE), kuras mérkis bija
nodrosinat atlaiZzu pieskirSanu par energijas rékiniem riska grupas personam un gimeném

Spanija, lai mazinatu energétisko nabadzibu. Sadai Ml sistémai, kas parvalda atlaizu tiesibu

35 park, C. (2025). Addressing Challenges for the Effective Adoption of Artificial Intelligence in the Energy

Sector. Sustainability, 17(13), 5764.

36 Skat. Mengidis, N., Tsikrika, T., Vrochidis, S. et.al. (2019). Blockchain and Al for the next generation energy grids:
Cyber-security challenges and opportunities. Information & Security, 43 (1), p. 21-33.

37 strielkowski, W, Vlasov, A, Selivanov K, et.al. (2023). Prospects and Challenges of the Machine Learning and Data-
Driven Methods for the Predictive Analysis of Power Systems: A Review. Energies. 16(10), 4025.

38 Kumari, A., Gupta, R., Tanwar, S. et.al. (2020). Blockchain and Al amalgamation for energy cloud management:
Challenges, solutions, and future directions. J. Parallel Distrib. Comput. 143, p. 148-166.

39 shi, Z.; Yao, W.; Li, Z.; Zeng, L. et.al. (2020). Artificial intelligence techniques for stability analysis and control in smart
grids: Methodologies, applications, challenges and future directions. Appl. Energy, 278.

40 park, C. (2025). Addressing Challenges for the Effective Adoption of Artificial Intelligence in the Energy

Sector. Sustainability, 17(13), 5764.

4 Nguyen, V.N.; Taretko, W.; Sharma, P. et.al. (2024). Potential of explainable artificial intelligence in advancing
renewable energy: Challenges and prospects. Energy Fuels, 38, p. 1692-1712.

4 Tyrpat.
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pieskirsanai, ir potencials Ml diskriminacijas risks, jo atkariba no apmacibas datiem, tas var ietvert
neobjektivitati, radot netaisnigus IEmumus neaizsargatam iedzivotaju grupam, atspogulojot
pastavoso nevienlidzibu vai radot jaunu. Sistémas novértéjums liecinaja, ka maksajumu atlaides
nemazinaja energétisko nabadzibu un, iespéjams, to ir palielinajusas. Turklat sistéma tika kritizéta
par neparredzamibu.*® Ripiga étiska M| parvaldiba ir bitiska, lai nodrosinatu taisnigu, atbildigu un

parredzamu algoritmisko [emumu pienemsanu.

Attieciba uz kritiskas informacijas aizsardzibu pret kiberdrosibas riskiem, padzilinatas aizsardzibas
stratégijas ir svarigas, tacu tas rada organizatoriskus un ekonomiskus izaicinajumus. Kritiskas
infrastrukttras Tpasniekiem un valditajiem vispirms ir jasaprot, ka, kur un kapéc Ml sistémas tiks
izmantotas, lai novértétu kontekstam un nozarei specifiskus riskus un iespéjamo ietekmi uz
drosibu un aizsardzibu. Tas ietver pienakumu dokumentét potencialo kontekstam specifisko
ietekmes uz drosibu un aizsardzibu novértéjumu, kas saistits ar Ml sistemam un kas ietekmeée
personas, kopienas un sabiedribu, ieklaujot potencialos riskus, kas saistiti ar aizspriedumiem,

privatumu un sensitivas informacijas launpratigu izmanto3anu.*

43 Orakhelashvili, A. (2024). Real World Cases of Annex lIl Al Act applications that posed risks to fundamental rights.;
Garcia Alvarez, G., Tol, R. (2023). The impact of the Bono Social de Electricidad on energy poverty in Spain.
University of Sussex.

4 US Department of Homeland Security. (2024). Mitigating Artificial Intelligence (Al) Risk: Safety and Security
Guidelines for Critical Infrastructure Owners and Operators.
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5. Migracijas, patvéruma un robezkontroles parvaldiba

Vél viena joma, kura Ml sistemu izmantoSana rada augstu risku, ir migracijas, patvéruma un

robezkontroles parvaldiba, ciktal to izmantoSanu at|auj attiecigie ES vai valsts tiesitbu akti (Maksliga
intelekta akta 6. panta 2. punkts, Ill pielikuma 7. punkts). Augstu risku rada Ml sistémas migracijas,
patvéruma un robezkontroles parvaldibas joma, ko kompetentas publiskajas iestadés vai to varda,

vai ES iestades, struktiras, birojos vai agentiras paredzéts izmantot Sados ¢etros veidos:

1) ka melu detektorus vai lidzigus rikus;

2) lai novértétu risku, tostarp drosibas risku, neatbilstigas migracijas risku vai veselibas risku,
ko rada fiziska persona, kas vélas iecelot vai ir iece|ojusi dalibvalsts teritorija;

3) lai palidzétu kompetentam publiskajam iestadém izskatit patvéruma, vizu vai uzturésanas
atlauju pieteikumus, ka ari saistitas stdzibas, nosakot, vai fiziskas personas, kuras
iesniegusas pieteikumu uz kadu no minétajiem statusiem, atbilst kritérijiem, tostarp veicot
saistitu pieradijumu patiesuma novértésanu;

4) saistiba ar migracijas, patvéruma vai robezkontroles parvaldibu noltka atklat, atpazit vai

identificet fiziskas personas, iznemot celosanas dokumentu verifikaciju.

Maksliga intelekta akts vérs uzmanibu uz to, ka migracijas un patvéruma joma un robezkontroles
parvaldiba lietotas Ml sistémas ietekmé personas, kuras bieZi ir ipasi neaizsargata pozicija un ir
atkarigas no kompetento publisko iestazu darbibas rezultata. Tapéc Saja joma lietoto Ml sistemu
precizitate, nediskriminéjosais raksturs un parredzamiba ir Tpasi svariga, lai tiktu ievérotas personu
pamattiesibas, jo 1pasi tiesibas brivi parvietoties, tiesibas uz nediskriminésanu, privatums un
personas datu aizsardziba, tiesibas uz starptautisko aizsardzibu un labu parvaldibu (60.

apsverums).

Maksliga intelekta akts skaidro, ka Ml sistemam migracijas, patvéruma un robezZkontroles
parvaldibas joma, uz kuram attiecas Maksliga intelekta akts, ir jaatbilst attiecigajam procesualajam
prasibam, kas noteiktas Eiropas Parlamenta un Padomes Regula (EK) Nr. 810/2009 (Vizu
kodekss)**, Eiropas Parlamenta un Padomes Direktiva 2013/32/ES*® un citos ES tiesibu aktos.

Dalibvalstim vai ES iestadém, struktlram, birojiem vai agentliram nekada gadijuma nebdtu jalieto

4> Eiropas Parlamenta un Padomes Regula (EK) Nr. 810/2009 (2009. gada 13. jalijs), ar ko izveido Kopienas Vizu
kodeksu (Vizu kodekss), OV L 243, 15.9.2009.

46 Eiropas Parlamenta un Padomes Direktiva 2013/32/ES ( 2013. gada 26. junijs ) par kop&jam procediram
starptautiskas aizsardzibas statusa pieSkirSanai un atnemsanai (parstradata redakcija). OV L 180, 29.6.2013.
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MI sistémas migracijas, patvéruma un robezkontroles parvaldiba ka lidzekli, lai apietu savas
starptautiskas saistibas saskana ar 1951. gada 28. jilija Zenéva parakstito ANO Konvenciju par
bégla statusu, kas grozita ar 1967. gada 31. janvara protokolu. Tas ari nebutu jalieto, lai jebkada
veida parkaptu neizraidisanas principu vai liegtu drosas un efektivas likumigas iespéjas iek|at ES

teritorija, tostarp tiesibas uz starptautisko aizsardzibu (60. apsvérums).

Pétijuma 3. nodala, aplikojot augsta riska sistemas tiesibaizsardzibas joma, jau tika vérsta
uzmaniba uz nepiecie$amibu noskirt augsta riska Ml sistémas no aizliegtas Ml prakses. Sada Ml

sistemu noskirSana ir batiska art migracijas, patvéruma un robezkontroles parvaldibas joma.

Saskana ar Maksliga intelekta akta 5. panta 1. punkta d) apaksSpunktu ir aizliegta Ml sistemu
lietoSana fizisku personu radita riska novértéjuma veiksanai, kuru mérkis ir novértét vai prognozét
personas noziedziga nodarijuma izdarisanas risku, balstoties vienigi uz personas profilésanu
(Maksliga intelekta akta 3. panta 52. punkts un VDAR?’ 4, panta 4. punkts) vai uz personas ipasibu

un personibas novertéjumu.

Sis aizliegums atbilst nevainiguma prezumpcijas principam un ir bitisks Vizu kodeksa konteksta,
kur tresas valsts valstspiederigajam var atteikt ieceloSanu vai vizas pieskirSanu, ja i persona tiek
uzskatita par draudu sabiedriskajai kartibai vai iek$€jai drosibai (Vizu kodeksa 32. panta 1. punkta
a) apakspunkta vi) punkts). Lai gan profilésana ir atlauta iznémuma karta saskana ar VDAR, Ml
izmantos$ana Sim nolukam ir aizliegta. Personu var atzit par aizdomas turéto noziedziga nodarijuma
izdari$ana tikai tad, ja $3das aizdomas ir balstitas uz cilvéka veiktu objektivu faktu novértéjumu.*®
Maksliga intelekta akta 42. apsvérums skaidro, ka saskana ar nevainiguma prezumpciju fiziskas
personas ES vienmér batu javerté péc to faktiskas uzvedibas. Fiziskas personas nekad nevajadzétu
vértét pec Ml prognozétas uzvedibas, pamatojoties tikai uz to profilésanu, personiskajam 1pasibam
vai rakstura iezimém, pieméram, valstspiederibu, dzimsanas vietu, dzivesvietu, bérnu skaitu,
parada [imeni vai automobila veidu, ja, balstoties uz objektiviem parbaudamiem faktiem, nav
pamatotu aizdomu par personas iesaistiSanos noziedziga darbiba un ja nav cilvéka veikta
novertéjuma par to. Tapéc butu jaaizliedz riska novéertéjumi, ko veic attieciba uz fiziskam

personam, lai novértéetu to nodarijuma izdariSanas risku vai lai prognozetu noziedziga nodarijuma

47 Eiropas Parlamenta un Padomes Regula (ES) 2016/679 (2016. gada 27. aprilis) par fizisku personu aizsardzibu
attieciba uz personas datu apstradi un $a3du datu brivu apriti un ar ko atcel Direktivu 95/46/EK (Vispariga datu
aizsardzibas regula).

48 pina M..C. (2025). Al in the context of border management, migration and asylum in the EU: technological
innovation vs. fundamental rights of migrants in the Al Act.
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notikSanu, pamatojoties tikai uz personu profiléSanu vai novértéjot to personiskas ipasibas un

rakstura iezimes.

Maksliga intelekta akts aizliedz art Ml sistému izmantoSanu sejas atpaziSanas datubazu izveidei vai
paplasinasanai, nejausi apkopojot attélus no interneta vai videonovérosanas kameru ierakstiem (5.
panta 1. punkta e) apakSpunkts), lai aizsargatu privatumu un novérstu masveida novérosanu.
Maksliga intelekta akts aizliedz arT fizisku personu biometriskas kategorizacijas sistémas, kuru
pamata ir vinu biometriskie dati, lai atvedinatu vai izsecinatu vinu rasi, politiskos uzskatus, dalibu
arodbiedribas, religisko vai filozofisko parliecibu, seksualo dzivi vai orientaciju (5. panta 1. punkta
g) apakspunkts), iznemot likumigi ieglitu biometrisko datu kopu markésanu un filtrésanu
tiesibaizsardzibas joma. St at$kiriba ir svariga, jo ES dalibvalstis arvien vairdk izmanto tehnologijas,
lai parbauditu patvéruma meklétaju drosibu un identitati.*®> Maksliga intelekta akts aizliedz ari
reallaika attalinatas biometriskas identifikacijas sistémas publiski pieejamas vietas, iznemot
gadijumus, kad tas tiek uzskatits par nepiecieSamu konkrétiem meérkiem, kas izklastiti Maksliga

intelekta akta (5. panta 1. punkta h) apaksSpunkts, 2. punkts).

Jaatzimé, ka aizliegto Ml lietojumu un sistému saraksts nav izsmeloss, un Sis prakses var aizliegt art
citi tiesibu akti. Visparéjie aizliegumi, pieméram, diskriminacijas aizliegums, attiecas uz Maksliga

intelekta aktu.

Taja pasa laika praksé pastavigais ES informacijas sistemu atjauninasanas, paplasinasanas un
savstarpéjas savienosanas process robezu parvaldibai ir radijis jaunas iesp€jas testét un ieviest Ml
tehnologijas uz robezam. Pieméram, lielaka dala ES informacijas sistému ir paplasinatas, lai varétu
apkopot sejas attélus, kas Jautu izmantot sejas atpazisanas tehnologijas. Sadas tehnologijas arvien
biezak tiek izmantotas lidostas, lai automatiski parbauditu celotaju identitati. Jauna Eiropas
celoSanas informacijas un atlauju sistéma (ETIAS), kas paslaik tiek izstradata, varétu ietvert papildu
automatizacijas vai analitikas limeni, kas balstits uz Ml vai masinmacisanos, lai identificétu
aizdomigus pieteikumus.®® So sistému atbilstibas nodrosinasana Maksliga intelekta akta prasibam

ir Tpasi svariga.

* Turpat.
50 European Parliament. (2025). Artificial intelligence in asylum procedures in the EU.
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Augsta riska Ml sistémas, lai gan nav aizliegtas, var radit nopietnus riskus personu veselibai,
drosibai vai pamattiesibam (Maksliga intelekta akta 48. apsvérums). Nemot véra $o Ml sistemu
iespéjamas nopietnas sekas, tam ir jaatbilst stingrakam prasibam, kas ir noteiktas Maksliga
intelekta akta, pieméram, riska parvaldiba (9. pants), parredzamiba (13. pants), cilvéka virsvadiba
(14. pants), kiberdrosiba, precizitate un noturiba (15. pants), datu kvalitate un parvaldiba, ka ari
sistemu apmaciba un testésana (10. pants), registracija ES datubaze (49. un turpmakie panti) un

ieprieksejs ietekmes uz pamattiesibam novértéjums (27. pants).

Maksliga intelekta akts papildus uzliktajiem pienakumiem aizsarga to cilvéku tiesibas, kurus skar
sadas sistémas. Jo 1pasi tas garanté tiesibas uz skaidriem un jégpilniem skaidrojumiem par Ml
sistemas lomu Iemumu pienemsanas procesa un galvenajiem [emuma elementiem (86. pants). Tas
kalpo ka garantija tiestbam uz efektivu tiesisko aizsardzibu (Hartas 47. pants). To ir apstiprinajusi
Eiropas Savienibas Tiesa (EST) Ligue des Droits Humains lieta, kura tika aplukota automatizéta riska
novértésana, kuras pamata ir Pasazieru datu registra sistéma. EST uzsvéra nepiecieSamibu péc
parredzamibas un piekluves informacijai, nosakot, ka personai ir jaspéj saprast, ka darbojas
[emumu kritériji un izmantota programma, lai, pilniba zinot attiecigos faktus, varétu izlemt, vai

apstridét to nelikumigo vai diskriminéjo$o raksturu.>!

Pétnieki norada, ka Maksliga intelekta akts ir nepilnigs, kas var radit potenciali negativa ietekmi uz
migrantu pamattiesibam. Gan aizliegto Ml sistemu saraksts, gan augsta riska sistemu saraksts ir
nepilnigs, un pastav problémas ar parredzamibas un cilvéka uzraudzibas nodrosinasanu migracijas
joma. Tiek ieteikts veikt stingrakus pasakumus, pieméram, aizliegt aizskarosas un zinatniski
nepamatotas sistémas, paplasinat augsta riska kategorijas, ka ari nodrosinat cilvéka uzraudzibu un
uz to pamata pienemto lemumu parredzamibu. Maksliga intelekta akta ir paredzéta iespéja
Eiropas Komisijai parskatit aizliegto Ml sistému sarakstu, ka art Maksliga intelekta akta Il
pielikumu, lai atjauninatu augsta riska Ml sistému sarakstu atbilstosi tehnologiju attistibai un

socialajam vajadzibam (7., 97. un 112. pants).

Turpmak ir minéti vairaki uzskatami piemeéri no arvalstu prakses, kas parada, ka Ml sistemu
izmanto$ana migracijas, patvéruma un robezkontroles parvaldibas joma var parkapt

diskriminacijas aizlieguma principu.

51 Eiropas Savienibas Tiesas 2022. gada 21. junija spriedums lietd C-817/19 Ligue des droits humains,
CLI:EU:C:2022:491
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Prakses piemeéri

iBorderCtrl sistéma

Saskana ar Maksliga intelekta aktu migracijas, patvéruma un robezkontroles parvaldibas joma,
augstu risku rada Ml sistémas, ko paredzéts izmantot publiskajas iestadés ka melu detektorus un
ltdzigus rikus (Il pielikuma 7. punkta a) apakSpunkts). Lidzigi ar1 tiestbaizsardzibas joma augstu
risku rada Ml sistémas, kas atbalsta tiesibaizsardzibas iestades, pieméram, melu detektori un

lidzigi riki (Makshga intelekta akta Il pielikuma 6. punkta b) apakSpunkts).

Spilgts piemérs, kas parada $adu sistému radtto risku ir iBorderCtrl sistéma. ES finansétais projekts
iBorderCtrl, kura tika paredzéets izstradat automatizétu melu noteikSanas sistému imigracijas
kontrolei, izraisija plasu kritiku un tika partraukts 2019. gada.>? Projekt3 iesaistijas Ungarijas,
Griekijas, ka arT Latvijas droSibas iestades. Projekts paredz€ja ieviest iecelotaju kontroles sistému,
kas darbotos $adi — iecelotajs, kas velas iekldt ES, pirms ierasanas lidosta, izmantojot savu datoru,
piesakas vietn€, augSupieladéjot savas pases attélu. Uz ekrana paradas virtuals policists tumsi zila
formas térpa. Vins uzdod dazadus jautajumus, pieméram: “Kads ir tavs uzvards?”, “Kada ir tava
pilsoniba”, “Kads ir tavs celojuma mérkis?”. Jis atbildat uz uzdotajiem jautajumiem, un virtualais
policists izmanto jusu timekla kameru, lai skenétu seju un acu kustibas, lai noteiktu, vai melojat vai
né. Intervijas beigas sistéma pieskir kvadratkodu, kas jauzrada apsargam robezkontrolé. Apsargs
noskené kodu, izmantojot plansetdatoru, nonem pirkstu nospiedumus un parskata uznemto sejas
attélu, lai parbauditu, vai tas atbilst pasei. Apsarga plansetdatora tiek paradits rezultats 100
punktu skala, kas parada, vai masina ir atzinusi sacito par patiesibu. Celotajiem, kurus uzskata par
bistamiem, var liegt ieceloSanu ES. The Intercept veiktais pétijjums atklaja, ka 4 no 16 godigam

atbildém tika nepareizi identificétas ka meli.>3

52 Stolton, S. (8 February, 2021). Commission under pressure in EU court over ‘lie detector tech’. Euractiv.; Skat. ari
Gallagher R., Jona L. (26 July, 2019). We tested Europe’s new lie detector for travelers —and immediately triggered a
false positive. The Intercept.

53 Gallagher R., Jona L. (26 July, 2019). We tested Europe’s new lie detector for travelers — and immediately triggered a
false positive. The Intercept.
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2019. gada Eiropas Savienibas Tiesas Visparéja tiesa iesniegta Eiropas Parlamenta deputata Patrika
Breijera prasiba (lieta T-158/19) pret Eiropas Komisiju®* rada batiskus jautajumus par novérosanas
tehnologiju étiku, finanséjumu un demokratisko uzraudzibu ES, ka ari par ES pétniecibas
programmu atbildibu pret personam, kas nav ES pilsoni. Eiropas Parlamenta deputatam Patrikam
Breijers pieprasija publiskot dokumentus, kas saistiti ar iBorderCtrl, ES finansétu pétniecibas
projektu, kura meérkis bija ieviest automatizétu melu atklasanu uz ES robezam. Breijeram sakotnéji

tika liegta iespéja ieglt informaciju par sistému sabiedriskas droSibas un komercialo interesu dél.

Sava sprieduma Visparéja tiesa atbalstija Breijera argumentu, secinot, ka sabiedribas interesés ir
demokratiska uzraudzibas nodrosinasana par novérosanas un kontroles tehnologiju izstradi.
Turklat Sis svarigais nolémums apstiprina, ka sabiedribas interesés ir apstridét to, vai Sadas
tehnologijas ir vélamas un vai to izstrade vispar butu jafinansé no valsts lidzekliem. iBorderCtrl ir
tikai viena no daudzajam “inovacijam”, kas ieviesta, lai novértétu risku un pienemtu [emumus

robezkontroles un imigracijas joma.

Sadas sistémas izmantosana var radit daudzus iesp&jamus tiesibu parkapumus, tai skaita Hartas
18. panta noteikto patvéruma tiesibu parkapumu. Ja robezsargs, kuru informé MI melu detektora
modulis, kas maldigi norada, ka personas mikroizteiksmes ir negodigas, atsaka ceJotajam
iecelosanu, tas var parkapt Sis personas tiesibas. Eiropas datu aizsardzibas bijusais uzraudzitajs
DZovanni Butarelli (Giovanni Buttarelli) ir vérsis uzmanibu, ka minéta sistéma var diskriminét
cilvékus vinu etniskas izcelsmes dé|. Sada veida sistémas batiski apdraud cilvéktiesibas, jo pasi

diskriminacijas aizlieguma principa ievérosanu.>>

Eiropas Digitalo tiesibu asociacija (European Digital Rights, EDRi — anglu val.) norada, ka Ml
testésanai uz Eiropas robezam, lai it ka atklatu melus, izmantojot imigracijas lietotnes, vai
maldinasanu par anglu valodas testiem, izmantojot balss analizi, trikst ticama zinatniska
pamatojuma. ES migracijas politiku arvien vairak atbalsta Ml sistémas, pieméram, sejas atpazisana,
algoritmiskas profilésanas un prognozésanas riki, kas paredzeti migracijas parvaldibas procesos,

tostarp piespiedu izraidi$anai. Sie izmanto$anas gadijumi var parkapt datu aizsardzibas tiesibas,

54 Visparéjas Tiesas 2021. gada 15. decembra spriedums lietd T-158/19 Patrick Breyer pret Eiropas Pétniecibas
izpildagentdru, ECLI:EU:T:2021:902

55 Sk. Barkane, 1. (2023). Cilvéktiesibu nozime maksliga intelekta laikmeta. Privatums, Datu aizsardziba un regul&jums
masveida novérosanas novérsanai. Riga: LU Akadémiskais apgads.
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tiesibas uz privatumu, tiesibas uz nediskriminaciju un vairakus starptautisko migracijas tiesibu

principus, tostarp tiesibas meklét patvérumu.>®

Ml sistému izmantosana, lai palidzétu izskatit patvéruma, vizu vai uzturésanas atlauju

pieteikumus

Maksliga intelekta akts paredz, ka augstu risku rada Ml sistémas, kuras izmanto, lai palidzéetu
kompetentam publiskajam iestadém izskatit patvéruma, vizu vai uzturésanas atlauju pieteikumus,
ka ari saistitas sudzibas, nosakot, vai fiziskas personas, kuras iesniegusas pieteikumu uz kadu no
minétajiem statusiem, atbilst kritérijiem, tostarp veicot saistitu pieradijumu patiesuma

novértésanu (Il pielikuma 7. punkta c) apakSpunkts).

Viens no piemériem, kas parada $adu sistému diskriminacijas risku ir Niderlandes profilésanas
sistéma istermina vizu pieteikumu izvértésanai. Lai izvértétu personu, kuras vélas iece|ot
Niderlandé un Sengenas zona, istermina vizu pieteikumus, tika izmantota profilé$anas sistéma,
kuras pamata bija tadi kritériji ka tautiba, dzimums un vecums. Ja sistéma klasificéja pieteikuma
iesniedzéju ka augsta riska personu, iestades veica papildu izmeklésanu, kas biezi vien noveda pie
pieteikuma izskatiSanas kavésanas un diskrimingjosas neobjektivitates. Pieméram, vizu iegliSana

Niderlandé dzivojo$ajiem Marokas un Surinamas pilsonu gimenes locekliem bija sareZgita.>’

Labi zinama probléma, kas saistita ar Ml sistemam un automatizétu riska novertéjumu, ir
diskriminacijas saglabasanas vai reproducésanas iesp€ja. Ja Sada veida sistémas tiek apmacitas ar
vésturiskiem datiem, pieméram, neautomatizétiem lémumiem, ko vizu pieskirSanas procesa
pienem darbinieki, lai atpazitu potencialos nelegalos imigrantus, pastav risks atkartot
diskriminaciju, kas ir So cilveku lemumu pamata, kuri bieZi vien balstas uz etnisko un rasu
profilésanu. Visbeidzot, Sis sistemas var pielaut klidas, kas var novest pie diskriminacijas, palielinot

nepamatotu iecelo$anas atteikumus vai migrantu nepareizu riska klasifikacijas gadijumus.>®

Vel viens lidzigs piemérs arpus Eiropas ir Chinook sistéma, ko izmanto Imigracijas, béglu un
pilsonibas parvalde Kanada. Ta ir uz Microsoft Excel balstita programmatdra, kas vienkarso

pagaidu uzturésanas atlauju pieteikumu apstradi, biezi vien pat pieteicéjiem nezinot, ka vini tiek

56 EDRI. (12 January, 2021). Re: Open letter: Civil society call for the introduction of red lines in the upcoming
European Commission proposal on Artificial Intelligence.

57 Pina M.C. (2025). Al in the context of border management, migration and asylum in the EU: technological
innovation vs. fundamental rights of migrants in the Al Act.

58 Turpat.
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paklauti algoritmam. Sistéma organizé vizu pieteikumus izklajlapas un atvieglo masveida
atteikumus, pamatojoties uz standartizétiem filtriem, radot nopietnas baZas par procesualo

taisnigumu.

Lai gan valdiba apgalvo, ka Chinook sistémas netiek izmantota automatizéta [emumu pienemsanai,
tas izmantoSana praksé ir niansétaka. Amatpersonas izmanto automatizétas skiroSanas un
apkoposanas funkcijas, neveicot daudzu pieteikumu individualu izskatisanu. Prakseé tas |auj
pienemt masveida atteikumus bez detalizéta pamatojuma, kas nesamerigi ietekmé pretendentus

no valstim ar augstakiem atteikumu raditajiem, galvenokart no globalajiem dienvidiem.

Kanadas Federala tiesa ir parbaudijusi vairakus Iemumus, kas pienemti, izmantojot Chinook
sistému. Ta ir vérsusi uzmanibu uz personalizétas analizes trikumu, kritiz€jusi visparigas atteikuma
véstules, kas generétas, izmantojot Chinook, un uzsveérusi, ka lEmumiem jaatspogulo individuali

novértéjumi un saprotams pamatojums.>®
Valodas analize, lai noteiktu patvéruma meklétaju izcelsmes valsti

Eiropas Parlamenta 2025. gada publicétaja zinojuma “Maksligais intelekts patvéruma proceduras”
minéti Ml balstitas valodas analizes izmantoS$anas piemeéri, lai noteiktu patvéruma meklétaju
izcelsmes valsti.®® Saskana ar Eiropas Savienibas Patvéruma agenturas (EUAA) 2022. gada zinojumu
septinas ES dalibvalstis (Danija, Vacija, Niderlande, Austrija, Rumanija, Somija un Zviedrija) un
Sveice ir izmantojusas valodas analizes riku patvéruma meklétaju izcelsmes valsts noteik3anai
(anglu val. — Language assessment for the determination of origin (LADO)).5! Se$as citas
daltbvalstis (Griekija, Horvatija, Malta, Polija, Portugale un Slovakija) apsver iesp€ju ieviest LADO
tuvakaja nakotné. LADO parasti tiek izmantots ar profesionalu valodnieku palidzibu. Zinojuma tika
atzits, ka Ml sp€ju attistiba, lai palidzétu noteikt valodas un dialektu, rada jaunas iespé&jas LADO
izmantos$ana, taja pasa laika taja ir ari noradits uz dazu ieintereséto personu bazam par

potencialam precizitates un lidz ar to art uzticamibas problémam, ko rada Ml riku izmantosana.

59 Orakhelashvili, A. (2024). Real World Cases of Annex Il Al Act applications that posed risks to fundamental rights.;
Emian, Y. (2025.) Digital Borders and Racial Codes in Al Migration Control.

0 European Parliament. (2025). Artificial intelligence in asylum procedures in the EU.

61 Skat. European Union Agency for Asylum (EUAA). (2022). Study on Language Assessment for Determination of
Origin of Applicants for International Protection.
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Kops 2023. gada EUAA ir aktivi iesaistijusies diskusijas ar dalibvalstim par to, ka apvienot Ml un
cilvéka veiktu izvértésanu, lai uzlabotu rezultatu kvalitati LADO joma.®? Laika no 2021. lidz
2022. gadam agentura piedalijas pilotprojekta, kura tika testéts hibrida valodas novértésanas

modelis, kas apvienoja balss paraugu analizi, ko veic masina, un cilvéku ekspertu analizi.

Vacija Federalais migracijas un béglu birojs (BAMF) izmanto uz Ml balstitu dialektu atpazisanas
sistemu (Valodas biometrijas palidzibas sistema — DIAS), lai atbalstitu IEmumu pienéméjus
patvéruma meklétaju izcelsmes valsts un/vai regiona identificé3ana.®? Sistéma tiek izmantota kop3
2017. gada noteiktiem arabu valodas dialektiem (égiptiesu, [i¢a, irakiesu, levantu, magrebu), bet
kop$ 2022. gada — dari, persieSu un pustu valodai. DIAS analizé fonétiskos mode|us pieteikuma
iesniedzéju runa, lai varbatiski noteiktu vinu izcelsmes valsti vai regionu. Novértésanai
pretendentiem patvéruma proceduiras sakuma tiek ltgts aprakstit attélu sava valoda, veicot
telefona zvanu. Saubu gadijuma DIAS var tikt izmantots atkartoti intervijas laika. Saskana ar BAMF
datiem, DIAS zinojums ir tikai papildinoSs un neautomatizé identifikacijas procesu vai ticamibas

novertéjumu. Pretendentiem ir iespéja komentét konstatéjumus intervijas laika.

DIAS ir dala no integrétajiem identitates parvaldibas rikiem, kas ietver ari rikus automatiskai sejas
atpaziSanai, vardu transliteracijai un datu ieri¢u analizei. Vardu transliteracijas riks tiek izmantots,
lai novérstu pareizrakstibas klldas un standartizétu vardu pareizrakstibu, kas sakotnéji rakstiti ne
latinu alfabéta. lestades apgalvo, ka riks ari palidz identificét pieteikuma iesniedzéju izcelsmes
valsti un tadéjadi novertét pieteikuma iesniedzeju apgalvojumu ticamibu par vinu izcelsmes vietu.
Saskana ar BAMF datiem, Vacija sadarbojas ar vairakam Eiropas valstim, lai "planotu valodas un

dialektu atpaziSanas pilotprojektu, kura tiks parbaudita runas ierakstu apmaina un analize".

Italija iestades ir testéjusas Ml riku (S.I1.N.D.A.C.A), lai automatiski transkribétu intervijas ar
patvéruma meklétajiem. Saskana ar pakalpojumu sniedz€ja teikto, "automatiska transkripcija nem
véra visus semantiskos aspektus, neizslédzot dialektu, akcentu, svesvalodu terminologijas un

spontanas runas atpazisanu, ar precizitates [imeni ne mazak k3 95%" .54

Laika no 2019. lidz 2021. gadam ES finanséja projektu Turcijas Republika, kura tika izmeéginata

valodas analizes sistema, kas paredzeéta pilsonibas noteikSanas procediru uzlabosanai, Tpasi

62 Skat. European Union Agency for Asylum (EUAA). (2023). Strategy on Digital Innovation in Asylum Procedures and
Reception Systems.

63 Spath, E. (2025). Al Use in the Asylum Procedure in Germany: Exploring Perspectives with Refugees and Supporters
on Assessment Criteria and Beyond. In: Ahrweiler, P. (eds) Participatory Artificial Intelligence in Public Social Services.
% European Parliament. (2025). Artificial intelligence in asylum procedures in the EU.
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koncentréjoties uz uiguru un uzbeku pilsonu atskirSanu. Saskana ar AFAR zinojumu Zviedrijas
Migracijas agentura testéja Ml riku valodas atpazi$anai, bet neturpinaja ta ieviesanu.®® Vairakas
citas dalibvalstis planoja testét dialektu atpaziSanas tehnologijas. Ungarija veica sakotnéjos
pétijumus par dialektu atpaziSanas tehnologijas izmanto$anu patvéruma iestadés. Horvatija ir
pazinojusi par planiem nakotné izmantot valodas identifikaciju ka daju no savas patvéruma

procedduras, lai noteiktu pretendentu izcelsmes valsti.%®

Niderlandé imigracijas iestades izmanto teksta izpétes riku (Case Matcher), kas atsija patvéruma
pieteikumus, lai identificétu pieteikumus, kas iesniegti uz lidziga pamata.®’ Lietotnes mérkis ir
palidzet samazinat laiku, kas lietu izskatitajiem japavada, izskatot jaunas lietas, un nodrosinat
konsekvenci visos Iémumos. Sis riks varétu sniegt lemumu pienéméjiem dzilaku izpratni par
izplatitajiem riskiem pretendenta izcelsmes valsti. Tomeér tas varétu ietekmeét ari pieteikumu
ticamibas novértéjumu, jo pretendenti ar lidzigiem stastiem vareétu tikt turéti aizdomas par

melosanu.

Lai gan Ml sistémas pédéjas desmitgades laika ir ievérojami attistijusas, tas joprojam var but
neprecizas un neobjektivas. Neprecizi un/vai neobjektivi M| novértéjumi vai ieteikumi par
svarigiem patvéruma pieteikumu aspektiem var izraisit nopietnus pamattiesibu parkapumus.
Neobjektivi algoritmi var izraisit diskriminaciju pret sievietém, etniskajam minoritatem, vecaka

gadagajuma cilvékiem un citam grupam.©®

Ta ka Ml sistemas tiek izstradatas, izmantojot liela apjoma datus, So datu kvalitate ir bitiska, lai
garantétu So sistemu precizitati un uzticamibu. Sliktas kvalitates apmacibas dati noved pie sliktiem
rezultatiem. ES Pamattiesibu agentira ir uzsvérusi, ka klidas datu analize vai interpretacija var
izraisit nepareizus secinajumus par pieteikuma iesniedzéja izcelsmi, kas noved pie negodigiem
l@mumiem ar potenciali dzivibai bistamam sekam attiecigajai personai.®® Pietiekamu un
reprezentativu datu trikums var radit papildu problémas. Pieméram, dialektu atpaziSanas riks, kas

apmacits ar datu kopu, kura nav ieklauti konkréta regiona dialekti, var nepareizi atpazit So regionu

65 Ozkul, D. (2023). Automating Immigration and Asylum: The Uses of New Technologies in Migration and Asylum
Governance in Europe.

% Eyropean Parliament. (2025). Artificial intelligence in asylum procedures in the EU.

57 Turpat.

58 European Union Agency for Fundamental Rights (FRA). (2019). Data quality and artificial intelligence — mitigating
bias and error to protect fundamental rights.

5 Turpat.
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dialektus. Valodu gadijuma apmacibas dati var k|Gt arT nepilnigi, jo valodas un dialekti laika gaita

attistas.

Lai gan MI dazkart tiek slavéts ka instruments neobjektivitates un diskriminacijas mazinasanai
(samazinot cilvéka ricibas brivibu), pastav bazas, ka tas varétu izraisit un palielinat diskriminaciju
patvéruma proceduras. Ml algoritmi, kas apmaciti ar datiem no ieprieks€jiem lemumiem, varétu
nakotné radit aizspriedumus, kas bija iestradati Sajos |emumos. Tas varétu radit kaitigas
atgriezeniskas saites cilpas, kur algoritma radtitie izejas dati, kas satur aizspriedumus un
diskriminaciju, tiek atgriezti sistema ka ievades vai apmacibas dati. Pieméram, pétijumi par Ml
lietojumprogrammam, ko izmanto migracijas procediras Australija un Kanada, atklaja, ka $1s

sistémas pastiprina jau eso$as atskiribas imigracijas rezultatos.’®

Vel viena no problémam ir ta, ka Ml sistémas varétu palauties uz starpniekservera datiem un
maldigiem pienémumiem par So datu atbilstibu. Pieméram, dialektu atpaziSanas riki tiek
izmantoti, lai noskaidrotu pretendentu izcelsmes valsti un tautibu. Tomeér tie var nenemt véra
individa regionalo socializaciju ne vina izcelsmes valsti, ne celojuma laika. Turklat valodu prasmes

nav labs tautibas raditajs.

Problémas var rasties ari tad, ja dati nav vienmeérigi sadaliti, pieméram, ja patvéruma pieteikumi
parsvara attiecas uz noteiktam tautibam un konkrétiem vajasanas veidiem. Tas var radit grupas
nelidzsvarotibas problému, kur modeli ir parak parstavétas vairakuma grupas 1pasibas (pieméram,
Sirijas patvéruma meklétaji, kas bég no pilsonu kara), kas noved pie neobjektivam prognozém un
samazinatas veiktspéjas attieciba uz minoritasu grupam (pieméram, pretendenti no citiem

regioniem, kas meklé aizsardzibu citu iemeslu dé|).

Problematiski var bat ari tas, ka lietotaji interpreté un izmanto Ml sistemu sniegtos rezultatus. Ml
sistémas parasti sniedz varbatibas apgalvojumus, kas nozimé, ka to rezultati nevar nozimet
noteiktibu. Tam ir art kltdu [Tmenis, kas janem véra. Pieméram, zinots, ka Vacija izmantota DIAS
kladu limenis arabu dialektiem ir no 15 % lidz 20 %, bet persiesu dialektiem — 27 %. Vardu
transliteracijas rika veiksmes limenis pretendentiem no Magribas valstim ir tikai 35 %. Starp
parbauditajiem arabu vardiem 39 % atsaucu uz izcelsmes valsti nebija parbaudamas. Pastav risks,

ka neprecizi vai neparliecinosi rezultati var pastiprinat aizdomas par pretendentu apgalvojumiem.

70 European Parliament. (2025). Artificial intelligence in asylum procedures in the EU.
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So algoritmu necaurredzamiba apgriitina problémas identificé$anu un rezultatu apstridésanu, kas

rada labveligu vidi algoritmiskai diskriminacijai.

Nemot véra Ml sistému, kas noveérté iecelotajus, iespéjamo augsto aizskarumu un zinatniska
pamatojuma trakumu, pétnieki ir paudusi uzskatu, ka automatizétas riska novértésanas
aizliegumam nevajadzétu attiekties tikai uz gadijumiem, kas saistiti ar individa noziedziga
nodarijuma izdarisanas riska prognozésanu. Faktiski, lai gan automatizéta drosibas, nelegalas
migracijas vai veselibas risku novértéSana migracijas konteksta tiek uzskatita par augsta riska un
tai ir jaatbilst noteiktam prasibam, bazas rada tas, ka $ada prakse ir atlauta konteksta, ko raksturo
dzili iesaknojusies etniska, rasu un dzimumu diskriminacija un migrantu paaugstinata

neaizsargatiba.”?

Lidzas Ml sistemam, kas palidz izvértét risku, ko rada iecelotaji, tiek ieteikts augsta riska sistemu
saraksta ieklaut Ml sistemas, kuru meérkis ir prognozét migracijas tendences un robezskérsosanu,
lai gan tas Skiet mazak iejaucas pamattiesibas. Pieméram, Eiropas Patvéruma atbalsta birojs
(European Asylum Support Office (EASO) — kops 2022. gada — izstradaja Agrinas bridinasanas un
sagatavotibas sistému, kas paredzéta migracijas plismu prognozéanai ES teritorijas. ST sistéma
balstas uz tadiem datu avotiem ka GDELT (informacija par notikumiem péc izcelsmes valsts),
Google Trends (ikned€las tiessaistes meklésanas tendences péc izcelsmes valsts), Frontex
(ikménesa nelegalas robezskersosanas atklasana) un iekSéjiem datiem par patvéruma pieteikumu
skaitu un atziSanas raditajiem ES dalibvalstis. Algoritms censas paredzét, kuri notikumi izraisis liela

méroga parvieto$anos, un aplést turpmako patvéruma pieteikumu skaitu ES.”?

No vienas puses, prognozejot migrantu ierasanos, Sis sistémas var nodrosinat efektivu
sagatavosanos cilvéku ierasanas bridim un Jaut pardalit resursus atbilstoSi uznemsanas
vajadzibam. No otras puses, tas var veicinat preventivus pasakumus, lai kavétu migracijas kustibu,
veicot pasakumus, kas kavé migrantu un patvéruma meklétaju piekluvi valsts teritorijai.”® Ml var

klat par vel vienu politisku instrumentu, ko izmanto, lai pastiprinatu valstu prakses, kuru merkis ir

7! Pina, M.C. (2025). Al in the context of border management, migration and asylum in the EU: technological
innovation vs. fundamental rights of migrants in the Al Act.

72 0zkul, D. (2023). Automating Immigration and Asylum: The Uses of New Technologies in Migration and Asylum
Governance in Europe.

73 Brouwer, E. (2024). EU’s Al Act and migration control. Shortcomings in safeguarding fundamental rights, VerfBlog.
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ierobeZot starptautisko migraciju un nelaut patvéruma meklétajiem sasniegt to teritorijas.’* Lidz ar

to Sim sistémam ir japieméro stingrs reguléjums.

74 Beduschi A. (2020). International migration management in the age of artificial intelligence, Migration Studies, 9(3),
576-596.
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6. Tiesvediba un demokratijas procesi

Tiesvedibas un demokratijas procesu joma Maksliga intelekta akta Il pielikuma 8. punkts nosaka
divu veidu sistémas, kuru izmanto$ana rada augstu risku. Pirmkart, augstu risku rada Ml sistémas,
ko paredzéts izmantot tiesu iestadé vai tas varda, lai palidzétu tiesu iestadei izpétit un interpretét
faktus vai tiestbu normas un piemeérot tiestbu normas konkrétam faktu kopumam, vai izmantot
kuras paredzétas tikai tadu administrativu papilddarbibu veik$anai, kam nav ietekmes uz faktisko
tiesvedibu atseviskas lietas, pieméram, tiesas nolemumu, dokumentu vai datu anonimizacijai vai
pseidonimizacijai, sazinai starp darbiniekiem un administrativu uzdevumu veik3anai (61.

apsverums).

Otrkart, par augsta riska sistémam ir uzskatamas Ml sistémas, ko paredzéts izmantot, lai
ietekmétu vélésanu vai referenduma rezultatus vai fizisku personu uzvedibu balso$ana, kad tas
balso vélésanas vai referendumos. Ml sistémas, kas paredzétas izmantoSanai tiesvediba un
demokratiskajos procesos, ir klasificétas ka augsta riska sistemas, nemot véra to potenciali
ievérojamo ietekmi uz demokratiju, tiesiskumu, individualajam brivibam, ka art tiestbam uz

efektivu tiesibu aizsardzibu un taisnigu tiesu (Maksliga intelekta akta 61. apsvérums).
6.1.Demokratijas procesi un Mi

Attieciba uz Ml sistemam, kas var ietekmét demokratiskos procesus, Maksliga intelekta akts
skaidro, ka neskarot Eiropas Parlamenta un Padomes Regula (ES) 2024/900 par politiskas reklamas
parredzamibu un mérkorientésanu’> paredzétos noteikumus un lai novérstu riskus, kas saistiti ar
nepamatotu are€ju iejauksanos Hartas 39. panta nostiprinatajas tiesibas balsot un nelabveligu
ietekmi uz demokratiju un tiesiskumu, Ml sistemas, ko paredzéts lietot, lai ietekmétu vélésanu vai
referenduma rezultatus vai fizisku personu balsosanas uzvedibu, kad tas piedalas vélésanas vai
referendumos, ir klasificéjamas ka augsta riska Ml sistémas (62. apsverums). Taja pasa laika par
augsta riska Ml sistémam netiek uzskatitas sistémas, kuru rezultatam fiziskas personas nav tiesi
paklautas, piemeéram, rikiem, ko izmanto, lai organizétu, optimizetu vai strukturétu politiskas
kampanas no administrativa vai logistikas viedokla (Maksliga intelekta akta Il pielikuma 8. punkta

b) apaksSpunkts, 62. apsverums).

7> Komisijas delegéta regula (ES) 2023/2450 (2023. gada 25. julijs), ar ko papildina Eiropas Parlamenta un Padomes
Direktivu (ES) 2022/2557, izveidojot pamatpakalpojumu sarakstu. OV L, 2023/2450, 30.10.2023.
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Ir janoskir augsta riska Ml sistémas, ko izmanto tiesvedibas un demokratijas procesu joma, no
aizliegtas Ml prakses, kas var apdraudéet demokratijas procesus. Proti, saskana ar Maksliga
intelekta aktu ir aizliegta tadas Ml sistémas laiSana tirgl, nodosana ekspluatacija vai lietoSana, kas
izmanto cilvéka neapzinatus subliminalus panémienus vai tisi manipulativus vai maldinosus
panémienus, kuru mérkis ir batiski iespaidot personas vai personu grupas uzvedibu vai kuriem ir
tadas sekas, kas ievérojami pasliktina vinu spéju pienemt informétu lémumu, tadéjadi liekot tam
pienemt [emumu, ko tas citadi nebltu pienémusas, tada veida, kas Sai personai, citai personai vai
personu grupai rada vai pamatoti ticami radis batisku kaitéjumu (Maksliga intelekta akta 5. panta
1. punkta a) apakSpunkts). Maksliga intelekta akts aizliedz arT tadas Ml sistémas lietosanu, kura
izmanto kadu no kadas fiziskas personas vai konkrétas personu grupas neaizsargatibas iezimém
vinu vecuma, invaliditates vai konkrétas socialas vai ekonomiskas situacijas dé] un kuras mérkis vai
sekas ir minétas personas vai minétajai grupai piederigas personas uzvedibas batiska iespaidosana
tada veida, kas attiecigajai personai vai citai personai rada vai ir sapratigi iespéjams, ka radis

batisku kaitéjumu (Maksliga intelekta akta 5. panta 1. punkta b) apakSpunkts).

Maksliga intelekta akta “maldinosi panémieni”, kas minéti 5. panta 1. punkta a) apaksSpunkta, nav
definéti. Tomér Maksliga intelekta akta 29. apsvéruma ir skaidrots, ka “maldinosi panémieni” ir
panémieni, kas grauj vai vajina personas patstavibu, [Emumu pienemsanu vai brivu izvéli veida,
kuru persona neapzinas vai, ja tomeér apzinas, ta joprojam var tikt maldinata vai kuru ta nespéj
kontrolét vai kuram pretoties. Ml sistému “maldinosSie panémieni” butu jasaprot ka tadi, kas ietver
nepatiesas vai maldinosas informacijas sniegSanu, lai maldinatu personas vai iespaidotu vinu
uzvedibu tada veida, kas apdraud vinu patstavibu, IEmumu pienemsanu un brivu izvéli vai rada

sadas sekas.

Maksliga intelekta akts ir vérsts uz pieaugo$sam bazam par dzilviltojumu. Dzilviltojums ir Ml
generéts vai manipuléts attéls, audio vai video saturs, kurs atgadina realas personas, priekSmetus,
vietas, vienibas vai notikumus un maldina personu, ka attiecigais saturs ir autentisks vai patiess
(Maksliga intelekta akta 3. panta 60. apakSpunkts). Maksliga intelekta akts regulé dzilviltojumus,
pamatojoties uz to radita riska limeni. Lai gan Maksliga intelekta akts Ml sistémas, kuras lieto, lai
raditu dzilviltojumu, klasificé ka ierobeZota riska sistémas, paredzot tam parredzamibas
pienakumu (50. pants), Ml sistemas, ko izmanto, lai ietekmétu velésanas, referendumu vai fizisku
personu balsoSanas uzvedibu, tiek uzskatitas par augsta riska sistemam saskana ar Ill pielikuma 8.
punkta b) apakSpunktu, ka ari to izmantoSana var bt aizliegta Ml prakse saskana ar Maksliga

intelekta akta 5. pantu.
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EK Pamatnostadnes norada, ka pastav mijiedarbibu starp So Maksliga intelekta akta 5. panta 1.
punkta a) apaksSpunkta noteikto aizliegumu un Maksliga intelekta akta noteikto parredzamibas
pienakumu — 50. panta 4. punkta uzturétaja pienakumu markét “dzilviltojumus” un dazas Ml
generétas teksta publikacijas par jautajumiem, kas ir sabiedribas interesés, ka ari nodrosinataja
pienakumu nodrosinat, ka Ml sistémas, kas mijiedarbojas ar cilvékiem, ir izstradatas t3, lai
informétu cilvékus par to, ka vini mijiedarbojas ar M, nevis cilvéku. Sada redzama informacijas
atklasana ir riska mazinasanas pasakums, kas batu janodrosina ari projektéjot Ml sistémas, tai
skaita ar tehniskiem pasakumiem, kas lauj atklat Ml raditu un manipulétu saturu. Pamanams
“dzilviltojumu” un sarunbotu markéjums samazina maldinasanas risku, kas varétu rasties, kad Ml
raditais saturs tiek izplatits sabiedriba, ka ari samazina risku, ka tiks radita kaitiga ietekme uz
personas viedokla un parliecibas veidoSanos un uzvedibu. Turpreti Maksliga intelekta akta 5. panta
1. punkta a) apakSpunkta noteiktajam aizliegumam ir daudz ierobeZotaka darbibas joma. Tas var
attiekties, pieméram, uz gadijumiem, kad sarunbots vai maldinoss Ml radits saturs sniedz
nepatiesu vai maldinoSu informaciju veidos, kuru mérkis vai rezultats ir personu maldinasana un
uzvedibas iespaidosana, kas nebltu notikusi, ja vini nebltu bijusi paklauti mijiedarbibai ar Ml

sistému vai maldino$u Ml radito saturu, jo Tpasi, ja tas netiek redzami atklats.”®

Maksliga intelekta akts nosaka parredzamibas pienakumu, liekot dzilviltojumu veidotajiem
informét sabiedribu par sava darba maksligo raksturu. Papildus tehniskajiem risinajumiem, ko
pielieto Ml sistémas nodrosinataji, uzturétajiem, kuri Ml sistemu lieto, lai generétu vai manipulétu
tadu attelu, audio vai video saturu, kas ievérojami atgadina realas personas, objektus, vietas,
subjektus vai notikumus un kas personai maldinosi Skistu autentisks vai 1sts (dzilviltojumi), batu art
skaidri un atSkirama veida jaizpauz, ka saturs ir maksligi radits vai manipuléts, attiecigi markejot Ml
radito iznakumu un izpauzZot ta maksligo izcelsmi (134. apsvérums). Saskana ar Maksliga intelekta
akta 50. panta 4. dalu Ml sistémas uzturéetaji, kura generé vai manipulé attéla, audio vai video
saturu, kas ir dzilviltojums, izpauz, ka saturs ir maksligi generéts vai manipuléts. Lidzigi ari tadas Ml
sistémas uzturetaji, kura genereé vai manipulé tekstu, ko publicé nollika informét sabiedribu par
sabiedribas interesu jautdjumiem, izpauZ, ka teksts ir maksligi generéts vai manipuléts. So
pienakumu nepiemeéro, ja lietoSana ir likumiski atlauta noziedziga nodarijuma atklasanai,

noveérsanai, izmeklésanai vai kriminalvajasanai vai ja M| generétu saturu ir parskatijis cilveks vai

76 Eiropas Komisija. (2025). Komisijas pazinojums. Komisijas Pamatnostadnes par aizliegtu maksliga intelekta praksi,
kas noteikta Regula (ES) 2024/1690 (Ml akta).
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tam ir veikta redakcionala kontrole un ja fiziska vai juridiska persona ir redakcionali atbildiga par

satura publikaciju.

Lai gan principa Maksliga intelekta akta 50. panta noteikto parredzamibas nodrosSinasanas
pienakumu meérkis ir Iildz minimumam samazinat dzilviltojumu un sarunbotu manipulativo ietekmi,
tomeér var but gadijumi un situacijas, kad neatkarigi no informativajiem pazinojumiem Sie
maldinoSie panémieni joprojam var butiski ietekmét personas un iespaidot vinu uzvedibu tada
meéra, kas apdraud personu individualo patstavibu un informétu lemumu pienemsanu, tapéc tos
nedrikst |Jaunpratigi izmantot dezinformacijas un manipulacijas nolikos. Dazos gadijumos uz tiem
joprojam var attiekties Maksliga intelekta akta 5. panta 1. punkta a) apakSpunkta noteiktais
aizliegums, ja ir izpildtti visi paréjie aizlieguma nosacijumi (tai skaita attieciba uz batisku

kaitéjumu).”’

EK Pamatnostadnes skaidro, ka Maksliga intelekta akta 5.panta 1.punkta a) un b) apakSpunkta
noteiktie aizliegumi neskar citus ES tiestbu aktus un papildina tos. Tada pati prakse, uz kuru
attiecas Maksliga intelekta akta 5. panta 1. punkta a) vai b) apakspunkta noteiktais aizliegums, var
bat art citu ES tiestbu aktu parkapums, un uz to var attiecinat izpildi gan saskana ar Maksliga
intelekta aktu, gan citiem tiesibu aktiem. Tas ir svarigi, jo So tiesibu aktu dazado noteikumu mérkis
ir aizsargat dazadas intereses, un tiem ir atskirigi merki, darbibas joma un adresati. Tas nodrosina
visaptverosu regulativo pieeju, kas aizsarga personas un personu grupas no kaitigas Ml
izmantoSanu un manipulacijam un nodrosina drosus un uzticamus, Ml iespéjotus pakalpojumus un

produktus ES.”8

Maksliga intelekta akta noteiktie aizliegumi atbilst arT ES datu aizsardzibas tiestbu aktiem, kuru
meérkis ir aizsargat datu subjektu personas datus, vinu pamattiesibas un patstavibu. Lielaka
personas datu apjoma pieejamiba un lielakas iespéjas apstradat Sos datus ar Ml sistemam palielina
kaitigas manipulativas, maldinosas vai ekspluatativas prakses risku, pieméram, tadu, kas ir
Maksliga intelekta akta 5. panta 1. punkta a) un b) apak$punkta darbibas joma. Saja konteksta
atbilstiba datu aizsardzibas noteikumiem par parredzamibu, datu minimizésanu, taisnigumu un
likumibu, pieméram, attieciba uz personalizétu profilésSanu un reklamu, kuras pamata ir

pakalpojuma lietotaju dati, var palidzét izvairities no kaitéjosas personalizétas manipulacijas un

77 Eiropas Komisija. (2025). Komisijas pazinojums. Komisijas Pamatnostadnes par aizliegtu maksliga intelekta praksi,
kas noteikta Regula (ES) 2024/1690 (MI akta).
78 Turpat.
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izmantosSanas. Lidzigi Maksliga intelekta akts neietekmé praksi, kas ir aizliegta ar ES diskriminacijas

novérsanas tiesibu aktiem.”?

Maksliga intelekta akta 5. panta 1. punkta a) un b) apakspunkta noteiktie aizliegumi ari papildina
Regulu (ES) 2022/2065 (Digitalo pakalpojumu aktu)®, kas reglamenté tie$saistes starpniecibas
pakalpojumus, pieméram, tieSsaistes platformas un meklétajprogrammas, un nodrosina
parredzamibu un parskatatbildibu minéto pakalpojumu sniegSana. Proti, saskana ar Digitalo
pakalpojumu akta 25. panta 1. punktu lietotaja saskarné nedrikst izmantot tumsos modelus, lai
nodrosinatu, ka tieSsaistes platformu nodrosinataji nemaldina vai nepiespieZ lietotajus veikt
darbibas, kas var neatbilst to patiesajiem nodomiem. Sadi tumsi modeli batu jauzskata par
manipulativu vai maldinoSu panémienu pieméru Maksliga intelekta akta 5. panta 1. punkta a)
apaksSpunkta nozimé, ja tie, visticamak, radis batisku kaitéjumu. Digitalo pakalpojumu akts ari
nosaka tieSsaistes platformu nodrosinataju pienakumus nodrosSinat parredzamibu reklamas joma
(26. un 38. pants attieciba uz |oti lielam tieSsaistes platformam vai Joti lielam
meklétajprogrammam), ieteikumu sistemu izmantoSanu (27. pants) un nepilngadigo aizsardzibu
(28. pants). Turklat, ja tieSsaistes platforma vai meklétajprogramma ir klasificéta ka loti liela
tieSsaistes platforma vai loti liela meklétajprogramma, minéta noradita pakalpojuma
nodrosinatajam ir papildu pienakums novértét un mazinat sistémisko risku, kas izriet no ta
pakalpojuma un ar to saistito sistému, tai skaita algoritmiskas sistemas, izstrades vai darbibas (34.
un 35. pants). Veicot riska novértéjumus, loti lielu tiessaistes platformu un |oti lielu tieSsaistes
meklétajprogrammu nodrosinatajiem batu jaapsver, ka to ieteikumu sistemas, reklama, satura
moderacija un visas citas attiecigas algoritmiskas sistémas ietekmé $adus sistémiskos riskus. Sados
riska novértéjumos butu ari jaanalize, ka sistémisko risku cita starpa ietekmé tiSa manipulésana ar
pakalpojumu un ta automatizéta izmantosana (34. panta 2. punkts un 83. apsvérums). Tomér
Maksliga intelekta akta 5.panta 1.punkta a) un b) apakSpunkta darbibas joma aptver plasu citu
scenariju klastu (pieméram, sarunbotus, Ml iespéjotus pakalpojumus un produktus), kurus var

piedavat vai izmantot citi dalibnieki, kas nav starpniecibas pakalpojumu sniedz€ji.

7 Turpat.
80 Eiropas Parlamenta un Padomes Regula (ES) 2022/2065 (2022. gada 19. oktobris) par digitalo pakalpojumu vienoto
tirgu un ar ko groza Direktivu 2000/31/EK (Digitalo pakalpojumu akts, OV L, 227, 27.10.2022.
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Maksliga intelekta akts ari papildina Regulas (ES) 2024/900 par politiskas reklamas parredzamibu
un mérkorientésanu®! noteikumus, tai skaita parredzamibas un saistitos pienacigas rapibas
pienakumus, lai radttu politiskas reklamas un sniegtu saistitos pakalpojumus, ka ari noteikumus
par mérkorientésanas un reklamas radiSanas panémienu izmantoSanu saistiba ar tieSsaistes
politisko reklamu. ST regula aizliedz profilésanu, ko veic, pamatojoties uz konkrétam personas datu
kategorijam saistiba ar tieSsaistes politisko reklamu un mérktiecigu tadu personu uzrunasanu, kas
ir vismaz vienu gadu jaunakas par valsti noteikto balsoSanas vecumu. Turklat mérktieciga riciba un
reklamas radisanas metodes tieSsaistes politiskas reklamas konteksta var izmantot tikai tad, ja to
pamata ir personas dati, kas savakti no datu subjektiem un ar vinu neparprotamu piekrisanu.
leprieks minéta regula paredz ar1 papildu parredzamibas prasibas, t. i., politiskas reklamas
atklasanu, $adu panémienu un galveno parametru izmantos$anas aprakstu un papildu informaciju
par attiecigo logiku, art par Ml sistému izmantoSanu. Mérktieciga politiska reklama, kuras pamata
ir personas datu apstrade, saskana ar minéto regulu palidzés nodrosinat, ka vélétaju profilésana,

politisko reklamu mérkorientésana un reklamas radisana notiek likumigas parliecinasanas robezas.

Ml, tostarp generativais MI, var atstat butisku ietekmi uz sabiedribu un demokratiju kopuma, jo
tas palielina informacijas manipulacijas, dezinformacijas un viltus zinu risku. Ml generativie riki
dazu sekunzu laika var radit sintétiskos attélus, audio un video, ka ari mérktiecigi atlasit konkrétas
auditorijas grupas. Ml tehnologijas var izmantot politiki, politiskie aktivisti, kas vélas ietekmét

vélésanu rezultatus.

Dazas politiskas kampanas var saskarties ar Ml sistémam raksturigiem aizspriedumiem. Nemot
véra, ka Ml tiek apmacits, izmantojot vésturiskus, enciklopédiskus vai publiskus datus, Ml sistémas
absorbé visus aizspriedumus, kas pastav Sajos datos. Pieméram, MI, kas apmacits, izmantojot
datus no interneta, kuros cita starpa ir daudz rasistiska satura, visticamak, generés rasistiskus
véstijumus. Politiskam kampanam ir jabut piesardzigam attieciba uz Ml sistémas iestradatajam

neobjektivitatém, kas ietekmé ari to véstijumus.®?

Lai cinttos ar Siem draudiem ne tikai ES, bet arT nacionalaja limeni, tiek pilnveidots tiesiskais

reguléjums.

81 Eiropas Parlamenta un Padomes Regula (ES) 2024/900 (2024. gada 13. marts) par politiskas reklamas parredzamibu
un mérkorientésanu, OV L, 2024/900, 20.3.2024.
82 | aChapelle C., Tucker C. (2023). Generative Al in Political Advertising. The Brennan Center for Justice.
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Lai reguléetu Ml izmantoSanu priekSvelésanu agitacija, 2024. gada Saeima pienéma

grozijumus Prieksvélésanu agitacijas likuma®3, kas paredz pienakumu informeét vélétajus par Ml
izmantoSanu agitacijas materialu sagatavoSana. Grozijumi papildina likumu ar noteikumiem par Ml
sistemu izmantosanu priekSvelésanu agitacija, paredzot, ja priekSveéléSanu agitacijas perioda
apmaksata priekSvélésanu agitacija vai agitacijas materiala tiek izmantots Ml sistémas radits
personas atveidojums vai realitatei neatbilstoSs notikums (attéls, audio vai video saturs), tas
skaidri un neparprotami noradams (3.! pants). Grozijumi ari paredz aizliegumu lietot
automatizétas sistémas priekSvélésanu agitacijas veikSanai, izmantojot socialo mediju
(tehnologisku platformu, kas lauj veidot, publicét un izplatit informaciju publiska sazina, ka art
veidot kopienas un savstarpéji mijiedarboties uz $a satura pamata) viltotu vai anonimu kontu

profilus (18. panta sesta dala).

Lai cinitos ar dzilviltojumiem véléSanu procesa, ar1 Kriminallikuma tika izdariti divi grozijumi.
2024. gada 22. maija stajas speka Kriminallikuma grozijumi®*, ar kuriem tika ieviesta
kriminalatbildiba par vélésanu procesa ietekmésanu, izmantojot dzilviltojuma tehnologiju.
Kriminallikums tika papildinats ar jaunu 90.! pantu “Vélésanu procesa ietekmésana,
izmantojot dzilviltojumu tehnologiju”, kas noteic kriminalatbildibu par apzinati nepatiesas un
diskreditéjoSas informacijas izgatavosSanu vai izplatiS8anu par politisko partiju, to apvienibu
vai Saeimas, pasvaldibas domes vai Eiropas Parlamenta deputata kandidatu, izmantojot
dzilviltojuma tehnologiju, ja tas izdarits priekSveélésanu agitacijas perioda vai vélésanu diena.
2024. gada 22. oktobri stajas spéka Kriminallikuma grozijumi®, kas ievie$ kriminalatbildibu
par apzinati nepatiesas informacijas izgatavoSanu vai izplatiSanu, izmantojot dzilviltojuma
tehnologiju, lai diskreditétu valsts amatpersonas amata kandidatu, kuru amata ievélé, iecel
vai apstiprina Saeima. Proti, Kriminallikums tika papildinats ar jaunu 90.2 pantu “Valsts
amatpersonas ievéléSanas, iecelSanas vai apstiprinasanas amata procesa Saeima
ietekmeésana, izmantojot dzilviltojuma tehnologiju”, kas paredz kriminalatbildibu par apzinati
nepatiesas, diskreditéjosas informacijas izgatavosSanu vai izplatiSanu, izmantojot
dzilviltojuma tehnologiju, lai apmelotu valsts amatpersonas amata kandidatu, kuru amata

ievéle, iecel vai apstiprina Saeima, ja tas izdarits likuma noteiktaja valsts amatpersonas

ieveélesanas, iecelSanas vai apstiprinasanas amata procesa laika.

8 Grozijumi Priekdvélédanu agitacijas likuma. Pienemts 24.10.2024. Latvijas Véstnesis, 06.11.2024, Nr. 217.
84 Grozijumi Kriminallikuma. Pienemts 09.05.2024. Latvijas Véstnesis, 21.05.2024., Nr. 97.
85 Grozijumi Kriminallikuma. Pienemts 26.09.2024. Latvijas Véstnesis, 08.10.2024., Nr. 196.
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6.2. Tiesvediba un Ml

Lidzas Ml sistemam, kas var ietekmeét demokratiskos procesus, augstu risku rada art Ml
izmantoSana tiesvediba. Maksliga intelekta akts skaidro, ka Ml sistémas, ko paredzéts izmantot
tiesu darba, tiek klasificétas ka augsta riska sistémas, jo Tpasi, lai mazinatu potencialu
neobjektivitates, kljudu un neparredzamibas risku. Ml riku lietoSana var atbalstit tiesneSu [Emumu
pienemsanas pilnvaras vai tiesu neatkaribu, bet tai nevajadzétu to aizstat. Proti, galigajai lemumu

pienemsanai art turpmak jabat cilvéka virzitai darbibai. (61. apsvérums).

Lidzas ES Ml reguléjumam, 2024. gada 17. maija Eiropas Padome pienéma Pamatkonvenciju
par maksligo intelektu, cilvéktiesibam, demokratiju un tiesiskumu (EP Konvencija)®®, ko 2024. gada
5. septembri Vilna Tieslietu ministru konferences laika parakstija ES un vairakas valstis. EP
Konvencija paredz valstim visparigu pienakumu aizsargat pamattiesibas (4. pants). Tapat ka
visparigs pienakums valstim ir noteikts demokratisko procesu integritates un tiesiskuma
ievérosana (5. pants). Tas paredz, ka valstis pienem vai patur spéka pasakumus, kuru mérkis ir
nodrosinat, ka Ml sistéemas netiek izmantotas, lai grautu demokratisko institlciju un procesu
integritati, neatkartbu un efektivitati, tostarp varas daliSanas principu, tiesu iestazu
neatkaribas ievéroSanu un piekluvi tiesu iestadem, ka ari pasakumus, kuru meérkis ir aizsargat
tas demokratiskos procesus saistiba ar darbibam MI sistému dzives cikla, tostarp individu
taisnigu piekluvi un dalibu publiskas debatés, ka ar7 vinu spéju brivi veidot viedokli. EP
Konvencija nosaka vairakus pamatprincipus, kas saistiti ar M| darbibu: cilveka ciena un individuala
autonomija (7. pants), parredzamiba un uzraudziba (8.pants), atbildiba (9. pants), vienlidziba un
nediskriminacija (10. pants), privatus un personas datu aizsardzibu (11. pants), uzticamiba (12.
pants), drosas inovacijas (13. pants). Ta paredz ari valstim pienakumu nodroSinatu pieejamu un
efektivu tiesiskas aizsardzibas lidzek|u pieejamibu cilvéktiesibu parkapumu gadijuma, kas izriet no
darbibam Ml sistému dzives cikla (14. pants). Gadijumos, kad Ml sistéma batiski ietekmé
cilvektiesibu 1stenosanu, personam, kuras ta skar, ir jabut pieejamam efektivam procesualam
garantijam, aizsardzibas pasakumiem un tiestbam saskana ar piemérojamajiem starptautiskajiem
un nacionalajiem tiestbu aktiem (15. pants). EP Konvencija ari nosaka pienakumu izvértét un

noveérst riskus un negativu ietekmi, ko rada Ml sistémas (16. pants).

86 Council of Europe Framework Convention on Artificial Intelligence and Human Rights, Democracy and the Rule of
Law. 05.09.2024.

51


https://rm.coe.int/1680afae3c
https://rm.coe.int/1680afae3c

Lai gan abiem instrumentiem ir kopigi mérki aizsargat pamattiesibas un veicinat atbildigu Ml
izstradi, tie atSkiras péc to juridiska rakstura, darbibas jomas un izpildes mehanismiem. Lai
gan Maksliga intelekta akts paredz svarigus solus augsta riska Ml sistému regulésana, ta
pieeja tiesu Ml sistemam ir japilnveido, lai nodrosinatu saderibu ar tiesu neatkaribas un
konstitucionalas parvaldibas pamatprincipiem. Saja konteksta var minét vairakus piemérus:
M1 riki, kas analize iepriek$éjos IEmumus, lai prognozéetu lietu iznakumu, var netiesi radit
spiedienu uz tiesnesiem, lai tie pielagotos statistikas modeliem, kas varétu apdraudét tiesu
autonomijas konstitucionalo aizsardzibu; nevienlidziga piekluve MI balstitai juridiskajai
analizei juristu vidl varétu izjaukt lidzsvaru starp sacikstes principiem; tiesu neatkaribas
noteikumi aizliedz automatizétu iejauksanos juridiskaja argumentacija. Tadéjadi, lai gan
Maksliga intelekta akta meérkis ir risinat ar Ml saistitos riskus tiesu procesos, tas nepietiekami
nem veéra izveidoto tiesu parvaldibas struktdru lomu un rada bazas par atbilstoSiem tiesas
izmantoto MI sistému uzraudzibas mehanismiem. Ta ka Ml tehnologijas turpina attistities un
ieklUt dazados sabiedribas aspektos, Sie reguléjosie ietvari, visticamak, veidos Ml izstrades,
ievieSanas un parvaldibas nakotni tieslietu joma. Turpmakie izaicinajumi ir ievérojami,
tostarp nepiecieSamiba pastavigi pielagot noteikumus, lai tie neatpaliktu no tehnologiju

attistibas, un saglabat lidzsvaru starp inovacijam un tiesu lietotaju aizsardzibu.®’

Lidzas juridiski saistoSam tiesiskajam reguléjumam, ir pienemtas ari Ml étikas vadlinijas, kas
nosaka étikas pamatprincipus, ka ari sniedz ieteikumus ka nodrosinat etisku un atbildigu Ml
izmantosanu, bet nav juridiski saisto3as. UNESCO leteikums par maksliga intelekta &tiku®8, ko
pienéma 2021. gada, nosaka vairakus étikas pamatprincipus: proporcionalitate un kaitéjuma
nepielausana, drosiba, taisnigums un nediskriminacija, ilgtspéja, tiesibas uz privatumu un datu
aizsardziba, cilvéku uzraudziba, parskatamiba un izskaidrojamiba, atbildiba. Taisniguma un
nediskriminacijas princips (28. — 30. punkts) nosaka, ka Ml daltbniekiem japieliek visas sapratigas
pales, lai ldz minimumam samazinatu un izvairitos no diskriminéjosu vai neobjektivu lietojumu un
rezultatu pastiprinasanas vai saglabasanas visa Ml sistemas dzives cikl3, lai nodrosinatu sadu
sistému taisnigumu. Jabut pieejamiem efektiviem tiesiskas aizsardzibas lidzekliem pret

diskriminaciju un neobjektivu algoritmisku noteikSanu (29. punkts). UNESCO leteikuma par

87 Council of Europe. (2025). European Commission for the Efficiency of Justice (CEPEJ) working group on cyberjustice
and artificial intelligence (cepej-gt-cyberjust) advisory board on artificial intelligence (CEPEJ-AIAB)
88 UNESCO. (2021). Recommendation on the Ethics of Artificial Intelligence.
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maksliga intelekta etiku ir noteikts art parredzamibas un izskaidrojamibas princips (37. — 41.

punkts). Cita starpa tas paredz, ka personam ir jadara zinams, kad tas komunicé ar Ml (38. punkts).

Attieciba uz Ml izmantoSanu tiesu darba, UNESCO leteikums par maksliga intelekta étiku paredz,
ka daltbvalstim buGtu jauzlabo tiesu iestazu spéja pienemt Iémumus saistiba ar Ml sistemam
saskana ar tiesiskumu un starptautiskajam tiestbam un standartiem, tostarp attieciba uz Ml
sistému izmantosSanu savas apspriedés, vienlaikus nodrosinot, ka tiek ievérots cilvéka
uzraudzibas princips. Ja tiesu iestades izmanto MI sistémas, ir nepiecieSami pietiekami
droSibas pasakumus, lai cita starpa garantétu cilvéka pamattiesibu, tiesiskuma, tiesu
neatkaribas, ka ari cilvéka uzraudzibas principa aizsardzibu un nodroS$inatu uzticamu, uz
sabiedribas interesém un uz cilvéku orientétu Ml sistému izstradi un izmantoSanu tiesu

iestadés (63. punkts).

Ari tiesas ir sakusas izstradat vadlinijas Ml sistemu izmantoSanai. Pieméram, Eiropas
Savienibas Tiesa 2023. gada publicéja Maksliga intelekta stratégiju.®® Ta paredz, ka tad, kad ir
ieviesti Ml risinajumi, procediras, metodes un parvaldiba, darbinieku informétibai un
zinaSanu limenim ir janodrosSina, ka tiek ievéroti $adi principi: 1) taisnigums, neitralitate un
nediskriminacija; 2) parredzamiba; 3) izsekojamiba; 4) privatums un datu aizsardziba; 5)
cilvéka uzraudziba; 6) nepartraukta uzlabosana. Taisniguma, neitralitates un
nediskriminacijas princips nosaka, ka gan datiem, gan izveidotajiem vai pienemtajiem
algoritmiem jaizvairas no aizspriedumiem un javadas péc taisniguma un neitralitates
principa, lai visas puses tiesas vai administrativa procesa laika sanemtu vienlidzigu attieksmi.
Izveidotajam vai izmantotajam MI risinajumam nevajadzétu diskriminét nevienu individu vai

grupu tadu faktoru deél ka rase, dzimums vai socialekonomiskais statuss.

Eiropas Padomes Eiropas Tiesiskuma efektivitates komisija (CEPEJ) jau 2018. gada publicéja
Eiropas étikas hartu par maksliga intelekta izmanto$anu tiesu sistémas un to vidé.?° T3
nosaka piecus principus: 1) pamattiesibu ievérosSanas princips, kas paredz nodrosinat, lai Ml
riku un pakalpojumu izstrade un ievieSana atbilstu pamattiesibam; 2) nediskriminacijas
principu, kas jo Tpasi paredz novérst jebkadas diskriminacijas attistibu vai pastiprinasanos

starp individiem vai individu grupam; 3) kvalitates un droSibas princips, kas paredz attieciba

89 Court of Justice of the European Union. (2023). Artificial Intelligence Strategy.
%0 European Commission for the Efficiency of Justice (CEPEJ) (2018). European ethical Charter on the use of Artificial
Intelligence in judicial systems and their environment.
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uz tiesu lemumu un datu apstradi izmantot sertificétus avotus un nematerialus datus ar
modeliem, kas izstradati daudznozaru veida, drosa tehnologiska vide; 4) parredzamibas,
neitralitates un taisniguma princips, kas uzliek pienakumu padarit datu apstrades metodes
pieejamas un saprotamas, atlaut aréjas revizijas; 5) princips “lietotaja kontrolé”, kas paredz
nepielaut normativu pieeju un nodros$inat, ka lietotaji ir informéti dalibnieki un kontrolée

izdaritas izveles.

MI sistémas, jo 1pasi tas, kuru pamata ir masSinmacisanas un dabiskas valodas apstrade, k|ust
arvien svarigakas tiesas, un generativa Ml izmanto8ana tieslietu nozaré ievérojami pieaug.**
MI sistémas var prognozeét juridisko stridu iznakumu, sniedzot vertigu ieskatu juristiem un
palidzot tiesneSiem [Emumu pienemsSana. Tomeér pasreizéjam MI sistemam ir batiski
ierobeZojumi un tam nepiecieSama cilvéka uzraudziba. Nav pilntba autonomu Ml sistému,
kas spétu neatkarigi darboties tiesas.?? Turpmak ir aplikoti daZi pieméri no starptautiskas
prakses, kas parada, ka Ml sistému izmantoSana tiesvedibas procesos var radit diskriminacijas

risku.

Prakses pieméri

COMPAS sistéma, lai novertetu risku, ka persona izdaris noziedzigu nodarijumu

Neobjektivitate attiecas uz sistematisku novirzi no patiesas véertibas vai objektiva standarta, ka
rezultata rodas pastaviga labvéliba vai aizspriedumi pret noteiktiem rezultatiem. Sistemam, kas
balstas uz datiem, ir nepiecieSams apkopot un izmantot lielu datu kopumu. Tomeér sliktas
kvalitates, neprecizi un/vai slikti parrakstiti dati arf ietekmé rezultatus. Turklat pasa sistéma var
bat ieblvétas kladas un/vai neobjektivitates. Rezultatu var ietekmét ari sistémas izveidotaju
subjektivie viedokli par to, kuri dati tiek izmantoti, ieklauti vai izslégti, ka ar par to, ka tiem pieskirt

nozimi un kurai informacijai pieskirt prioritati vai to samazinat lidz minimumam.

Viens no spilgtiem piemériem, kas parada, ka Ml sistemu izmantoSana var radit Sada veida
aizspriedumus, ir ASV tiesu iestazu izmantota sistema COMPAS - Korigéjosa likumparkapéju
parvaldibas profilesana alternativam sankcijam (Correctional Offender Management Profiling for

Alternative Sanction — anglu val.), kas izradijas pretruniga iespéjama recidivisma novértésana.® Sis

91 Council of Europe. (2025). European Commission for the Efficiency of Justice (CEPEJ) working group on cyberjustice
and artificial intelligence (cepej-gt-cyberjust) advisory board on artificial intelligence (CEPEJ-AIAB)

9 Turpat.

9 Golobardes, M. A., Grasso G., lamiceli, P. Et. al. (2024). JuLIA Handbook.
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riks tika izmantots, lai piespriestu personai sesu gadu cietumsodu par automasinas vadisanu, kas
izmantota apSaudé. Spriedums tika parstidzéts, noradot uz tiesibu uz taisnigu tiesu parkapumu.
Apelacijas sudziba tika pamatota ar to, ka sistémas pieskirto vértéjumu nebija iespéjams izvértét,
un COMPAS sistemas noteiktais sods parkapj personas tiesibas uz individualizétu sodu, kas balstits
uz precizu informaciju. COMPAS sistémas veiktais riska novertéjums ir balstits uz datiem, kas ieguti
no apsudzeéta kriminallietas un no apsiidzéta pratinasanas, un paredz pirmstiesas recidivisma,
visparéja recidivisma un vardarbiga recidivisma risku. Persona visos trijos raditajos ieguva augstu
vértéjumu. Tacu, ta ka tiesnesis noradija, ka izmantojis COMPAS zinojumu, persona pieprasija
nozimét jaunu tiesas sédi. Sis pieprasijums tika noraidits, tacu Viskonsinas Augstakas tiesa ieteica
tiesneSiem, kuriem tika iesniegti COMPAS vértéjumi, saprast sistémas vajas vietas. Ta ka tiesnesis

lieta savu [emumu pamatoja ari ar personas kriminalo pagatni, jauna tiesas séde tika atteikta.

COMPAS programmatura tika izstradata ta, lai nenemtu véra personu rasi un etnisko piederibu,
tapéc bija sagaidams, ka Sada veida dati neietekmeés recidivisma riska novértéjumu. Tomeér
nevalstiskas organizacijas ProPublica pétijums atklaja, ka etniskajai piederibai netiesi bija nozime
un ta pat atsvéra citus skaidri iekJautus faktorus, nemot véra savstarpéjas atsauces uz citiem
datiem, pieméram, dzivesvietu vai profesiju, ka ari tapéc, ka noteiktas etniskas grupas bija
parstavéetas datos, kas izmantoti sistemas apmacibai. Pieméram, afroamerikaniem divu gadu laika
péc sprieduma pasludinasanas tika pieskirts augsta recidivisma risks, kas bija divreiz lielaks neka
citam etniskam grupam, tadéjadi samazinot vinu atbrivosanas iespéjamibu no apcietinajuma. Ir
bijusi gadijumi, kad ieslodzitajiem ar praktiski nevainojamu ieslodzijuma vésturi ir atteikta nosacita
atbrivosana nepreciza COMPAS raditaja dél, atstajot viniem maz iespéju apstridéet Iémumu vai pat
uzzinat, kapéc tika pienemts attiecigais [Emums. Lai gan izstradataji to necentas panakt, algoritms
uzskatija citas etniskas grupas par tadam, kuram ir mazaka iespéja atkartoti izdarit nodarijjumu. Tas
parada, ka aizspriedumu risks ir ievérojams un to nav viegli novérst. Ml riki, kas apmaciti ar

vésturiskiem datiem, neizbégami rada modelus, kas atkarto to, kas ir noticis pagatné.®*

Artificial Intelligence, Judicial Decision-Making and Fundamental Rights.; Orakhelashvili, A. (2024). Real World Cases of
Annex Il Al Act applications that posed risks to fundamental rights.

9 Golobardes, M. A., Grasso G., lamiceli, P. Et. al. (2024). JuLIA Handbook.
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COMPAS izmantosSanas lieta ari parada, ka riska novértéjumu kvalitati (un precizitati) nosaka
savakto datu kvalitate. Tiesa jo TpasSi noradija uz to, ka riks tika apmacits ar visa valstt apkopotiem
datiem, neveicot savstarpéju parbaudi ar datiem par Viskonsinas iedzivotajiem. Ta rezultata,
iespéjams, netika pienacigi atspogulotas konkréta stata, kura riks tika izmantots, specifiskas
iezimes, pieméram, demografiskie dati un socialais, ekonomiskais un juridiskais statuss. Tadél
Viskonsinas Augstaka tiesa pieprasija tiesneSiem un citiem lietas daltbniekiem, lietas, kuras tika

izmantots COMPAS, pazinot par sistémas ierobezojumiem.

Ml sistémas apkopo lielu datu apjomu un atrod biezas atbilstibas vai modelus, un pamatojoties uz
to, tas sniedz gala rezultatu vai izvaddatus. Vairuma gadijumu nav iespéjams zinat, ka tas nonak
pie gala rezultata. Tapéc pastav risks, ka Ml, sniedzot izvaddatus, ir izmantojis mode]us, kas
reproduce aizliegtu diskriminaciju, pieméram, rases, etniskas izcelsmes, socialekonomiskas
izcelsmes, religijas vai politisko uzskatu dél.?> Ka pieméru varétu minét gadijumu, kad Ml sistéma,
atbildot uz tiesnesa jautajumu par SkirSanas pabalsta apméru, kas pienakas konkrétai personai,
nemtu véra, ka vairuma gadijumu noteiktas etniskas izcelsmes personam pieskirtie pabalsti ir
mazaki, un tiesi sasaistitu to ar $o faktu, nevis ar to, ka vairuma gadijumu iesaistitas personas bija
pari ar zemiem ienakumiem. Norade par nelielu pabalsta apméru, kas pieskirams lieta iesaistitajai
personai, bltu diskriminéjosa. Ml sistemu izmantoS$ana var ari samazinat cilvéku diskriminacijas
risku, piemeéram, kas balstita uz atseviska tiesnesa aizspriedumiem. Tomér ta nevar izvairities no
diskriminacijas, kas ir ietverta izmantotajos datos (ko biezi vien atspogulo precedenti tiesu praksé),
jo Ml tiesu sistémas nepielauj esoSo datu evoliciju, bet gan balsta savus rezultatus uz tiem un pat

atkarto savus risinajumus.®®

%> European Union Agency for Fundamental Rights (FRA). (2022). Bias in Algorithms. Artificial Intelligence and
Discrimination.

% Golobardes, M. A., Grasso G., lamiceli, P. Et. al. (2024). JuLIA Handbook.
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Australijas Split-up sistéma gimenes tiesibu tiesas

MI ekspertu un juristu grupa ir izstradajusi Split-Up sistemu, ko izmanto Australijas gimenes tiesibu
tiesas, lai paredzétu ipasuma stridu iznakumu laulibas SkirSanas un citos gimenes tiesibu

jautajumos.®’

Split-Up sistemu tiesnesi izmanto, lai atbalstitu IEmumu pienemsanu, palidzot viniem noteikt
izliguma noradamo Tpasumu summu. Proti, sistéma palidz tiesnesim noteikt, cik lielu procentualo
dalu no kopéja 1pasuma katrai pusei vajadzétu sanemt, pamatojoties uz tadiem faktoriem ka
iemaksas, ienakumu avoti un nakotnes vajadzibas. Sistema analize 94 galvenos elementus,
izmantojot statistikas metodes, kuru pamata ir neironu tikla arhitektdra. Péc tam tiesnesis var
ierosinat pienemt galigo Tpasuma rikojumu, pamatojoties uz algoritma veikto analizi. Sistémas

meérkis ir ari sniegt skaidru pamatojumu [emumiem.

Viena no problémam saistiba ar neobjektivitati, izmantojot tadas sistémas ka Split-Up, ir t3, ka Saja
konteksta izmantotos datus (SkirSanas stridiem parasti raksturiga dzimumu nelidztiesiba, un
vésturiskie dati var atspogulot diskriminacijas modeli) Ml sistéma var uztvert ka absolutu
patiesibu. Tiesu iestazu darbiniekiem jaapzinas Sis problémas un riski, kas saistiti ar $ada veida Ml

sistemam.?8

Singapdras tiesas transkripcijas sistéma

Singapduras tiesas tika ieviesta tiesas transkripcijas sisteéma (iCTS), lai palielinatu tiesu efektivitati,
transkribéjot tiesas sédes reallaika un |aujot tiesneSiem un pusém nekavéjoties parskatit mutvardu
liecibas tiesa. Tas tiek panakts, izmantojot neironu tiklus, kas apmaciti ar valodu modeliem un
konkrétai jomai raksturigiem terminiem (pieméram, juridisko terminologiju).®® Jaatzimé, ka runas
atpaziSanas sistémam var nedarboties labi, ja tas tiek paklautas noteiktiem valodas akcentiem, kas

noteiktos apstaklos var bat diskrimin&josi. Tiesu iestazu darbiniekiem ir jaapzinas Sie trakumi.1®

97 Stankovich, M, Feldfeber, I.; Quiroga Y. (2023). Global Toolkit on Al and the Rule of Law for the Judiciary.

% Turpat.

9 Stankovich, M, Feldfeber, I.; Quiroga Y. (2023). Global Toolkit on Al and the Rule of Law for the Judiciary.; NgJ.
(2020). Legal Tech-ing Our Way to Justice.
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Ml sistémas japrojekteé ta, lai nodrosinatu taisnigumu un izvairitos no aizspriedumiem, kas var
novest pie diskriminéjoSiem rezultatiem. Ir Joti svarigi novérst aizspriedumus apmacibas datos,
algoritmos un lemumu pienemsanas procesos, lai novérstu netaisnigu attieksmi pret noteiktam
personam vai grupam vai to marginalizaciju.'?! Savukart tiesnesim jebkura gadijuma ir japarbauda,
vai nav pielauta diskriminacija, ja tiek izmantota Ml sistéma. Ml sistémas var bt vértigs paligs
tiesneSiem (pat palidzot viniem parvarét aizspriedumus), tacu tas nevar ne aizstat pasus tiesnesus,

ne pilniba aizstat vinu darba tradicionalos rikus.1%?

101 Tyrpat.
102 Tyrpat.
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7. Kopsavilkums

Maksliga intelekta akts klasifice Ml sistémas ka augsta riska, nemot véra, ka tas var radit batisku
kaitéjumu personu pamattiesibam, demokratijai un tiesiskumam. Pétijuma analizétas Cetras
augsta riska jomas un prakses piemeéri atklaj vairakus problémjautajumus, kas var traucét

pamattiesibu, 1pasi diskriminacijas novérsanas principa, ievérosanu.

Tiesibaizsardzibas joma saskana ar Maksliga intelekta aktu augstu risku rada Ml sistémas, ko
paredzéts izmantot piecos veidos: 1) lai novértétu risku, ka fiziska persona varétu k|Gt par cietuso
personu noziedzigos nodarijumos; 2) kas atbalsta tiesibaizsardzibas iestades, pieméram, melu
detektori un lidzigi riki; 3) pieradijumu uzticamibas izvértésanai noziedzigu nodarijumu
izmekléSanas vai kriminalvajasanas gaita; 4) lai novertéetu risku, ka fiziska persona varéetu izdarit vai
atkartoti izdarit nodarijumu, pamatojoties ne tikai uz fizisku personu profilésanu, kas minéta
Policijas direktivas 3. panta 4. punkta, vai lai novértétu fizisku personu vai grupu personibas
iezimes un rakstura Tpasibas vai agraku noziedzigu ricibu; 5) Policijas direktivas 3. panta 4. punkta
minétajai fizisku personu profilésanai noziedzigu nodarijumu atklasanas, izmekléSanas vai
kriminalvajasanas gaita. Maksliga intelekta akta Ill pielikuma noteiktas ari cita veida augsta riska
Ml sistému, ko art izmanto tiesibaizsardzibas iestades: biometrija; migracijas, patvéruma un

robezkontroles parvaldiba; ka ari tiesvediba.

Ml sistémas, kas rada augstu risku tiestbaizsardzibas joma, ir svarigi noskirt no vairakiem aizliegtas
MI prakses veidiem: reallaika biometriskas talidentifikacijas sistemu izmantosSanas publiski
pieklUstamas vietas tiesibaizsardzibas nollkos; noziedzigu nodarijumu riska novértésanas un
prognozésanas, kas balstita vienigi uz personas profiléSanu vai personisko 1pasibu un rakstura
iezimeju novertésanu. Aizliegums izmantot Ml sistémas noziedzigu nodarijumu riska novertésana
un prognozeésana jeb prognozéjosaja policijas darbiba neattiecas uz Ml sistemam, kuras izmanto,
lai atbalstitu cilvéka veiktu novértéjumu par personas iesaistiSanos noziedziga darbiba, kurs jau ir
balstits uz objektiviem un parbaudamiem faktiem. Proti, izSkiroSa nozime ir cilvéka virsvadibas

prasibai.

Maksliga intelekta akta ir paredzéti vairaki visparigi iznémumi no ta darbibas jomas, kas ir batiski,
lai izprastu Il pielikuma uzskaittto augsta riska jomu praktisko piemérosanu, ipasi noteikums, ka
tas neattiecas uz Ml sistéemam, ja tas tiek izmantotas vienigi militaros, aizsardzibas vai valsts

drosibas noltkos.
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Pastav daudzi prakses piemeri, kas atklaj, ka dazada veida MI sistémas tiesibaizsardzibas joma var
radit diskriminacijas risku, galvenokart tautibas, etniskas vai rases piederibas dé|, ka ari
parredzamibas un uzraudzibas problémas. Eiropa ir vairaki pieméri, kad tiek izmantotas
prognozéjosas policijas sistémas, kas iespéjams rada diskriminacijas risku. Ml sistému
izmantoSanai tiesibaizsardzibas joma, tai skaita prognozéjosa policijas darbiba, ir Tpasi raksturigs
neobjektivitates risks, kas var rasties jebkura Ml sistemas dzives cikla posma. Riski rodas no
aizspriedumiem, kas iestradati Ml sistemu projektésanas, izstrades un ievieSanas gaita, kas var
veicinat diskriminaciju, pastiprinat sabiedribas nevienlidzibu un apdraudét tiesibaizsardzibas

iestazu darbibu integritati.

Kritiska infrastrukttra ir noteikta ka viena no augsta riska jomam. Proti, saskana ar Maksliga
intelekta aktu ka augsta riska tiek klasificétas Ml sistémas, ko paredzéts izmantot ka drosSibas
sastavdalas kritiskas digitalas infrastruktdras parvaldiba un darbiba, celu satiksmé vai Gdens, gazes
vai elektroapgadé vai apkures nodrosinasana. Ml sistémas, ko izmanto kritiskas infrastruktdras
joma, var apdraudét personu veselibu un drosibu, un tas pamata nav saistitas ar diskriminacijas
risku. Ml sistemu izmantoSana kritiskaja infrastrukttra ir saistita ar citu augsta riska jomu —
piekluvi privatiem pamatpakalpojumiem un sabiedriskajiem pamatpakalpojumiem un pabalstiem
un to izmantoSanu. Pieméram, Ml izmantoSana, lai pienemtu IEmumus, kas saistiti ar energétiku,
rada bazas par algoritmisko neobjektivitati, datu privatumu un atbildibu. Ml sistémas, kas
apmacitas, izmantojot vésturiskus datus, kas atspogulo sabiedribas nevienlidzibu, var novest pie

diskriminéjosiem rezultatiem resursu sadalé vai cenu noteik$ana.

Ml sistemu izmantoSana rada bazas par kiberdrosibas riskiem MI vadita kritiskas infrastruktiras
aizsardziba un paplasina uzbrukuma iespé€jas kritiskajai infrastruktdrai. Kritiskas infrastrukturas
Tpasniekiem un valditajiem ir jazina, ka, kur un kapéc Ml sistémas tiks izmantotas, lai novértétu

kontekstam un nozarei specifiskus riskus un iespéjamo ietekmi uz drosibu un aizsardzibu.

Migracijas, patvéruma un robezkontroles parvaldibas joma augstu risku rada Ml sistémas, ko
paredzéts izmantot ¢etros veidos: 1) ka melu detektorus vai lidzigus rikus; 2) lai novértétu risku,
tostarp drosibas risku, neatbilstigas migracijas risku vai veselibas risku, ko rada fiziska persona, kas
vélas iecelot vai ir iecelojusi dalibvalsts teritorija; 3) lai palidzétu kompetentam publiskajam
iestadem izskatit patvéruma, vizu vai uzturésanas atlauju pieteikumus, ka ari saistitas sudzibas,
nosakot, vai fiziskas personas, kuras iesniegusas pieteikumu uz kadu no minétajiem statusiem,

atbilst kritérijiem, tostarp veicot saistitu pieradijumu patiesuma novértésanu; 4) saistiba ar
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migracijas, patvéruma vai robezkontroles parvaldibu nollka atklat, atpazit vai identificét fiziskas

personas, iznemot celoSanas dokumentu verifikaciju.

Ml sistému precizitate, nediskriminéjosais raksturs un parredzamiba $aja joma ir 1pasi svariga, lai
tiktu ievérotas personu pamattiesibas. Tas nedrikst lietot, lai apietu starptautiskas saistibas,
parkaptu neizraidiSanas principu vai liegtu drosas un likumigas iespéjas ieklut ES teritorija, tostarp

tiesibas uz starptautisko aizsardzibu.

Migracijas, patvéruma un robezkontroles parvaldibas joma ir nepiecieSams noskirt augsta riska Ml
sistemu izmantoSanu no aizliegtas Ml prakses. Augsta riska Ml sistémas ir janoskir no aizliegtas
prakses, proti, kad Ml sistemu lieto fizisku personu radita riska novértéjuma veiksanai, kura meérkis
ir novértét vai prognozét personas noziedziga nodarijuma izdarisanas risku, balstoties vienigi uz
personas profilé$anu. Sada prakse parkapj nevainiguma prezumpcijas principu, saskana ar kuru
personas ir javerté péc to faktiskas uzvedibas, nevis péc Ml sistemu prognozétas uzvedibas,
pamatojoties tikai uz to profilésanu, personiskajam Tpasibam vai rakstura iezimém. Aizliegums ir
batisks Vizu kodeksa konteksta, kur tresas valsts valstspiederigajam var atteikt ieceloSanu vai vizas

pieskirSanu, ja ST persona tiek uzskatita par draudu sabiedriskajai kartibai vai ieks€jai drosibai.

Migracijas, patvéruma un robezkontroles parvaldibas joma ir svarigi ari citi Ml prakses aizliegumi:
nemérkéeta sejas attélu vaksana no interneta vai videomateriala, kas ieguts ar videonovéro$anas
sistémas palidzibu, nollka izveidot vai paplasinat datubazes; fizisku personu biometriska
kategorizacija, kas lauj noteikt vai izsecinat vinu rasi, politiskos uzskatus, dalibu arodbiedribas,
religiskos vai filozofiskos uzskatus, dzimumdzivi vai seksualo orientaciju; reallaika biometriskas

talidentifikacijas izmantoSana.

Pastav daudzi arvalstu prakses piemeri, kas parada, ka Ml sistému izmantoSana migracijas,
patvéruma un robezkontroles parvaldibas joma var parkapt diskriminacijas aizlieguma principu.
Spilgts piemérs, kas parada Sadu sistemu radito risku ir iBorderCtrl automatizéta melu noteikSanas
sistéma imigracijas kontrolei. Sada veida sistémas, kuram trikst zinatniska pamatojuma, batiski

apdraud cilvektiesibas, tai skaita diskriminacijas aizlieguma principa ievérosanu.

Gan Eiropa, gan citas valstis Ml sistemas tiek izmantotas, lai palidzétu izskatit patvéruma, vizu vai
uzturésanas atlauju pieteikumus, kas rada diskriminacijas riskus. Ml sistémas tiek arvien vairak
izmantotas valodas analizei, lai noteiktu patveruma meklétaju izcelsmes valsti. Lai gan Ml sistemas
pedeéjas desmitgades laika ir ievérojami attistijusas, tas joprojam var bt neprecizas un
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neobjektivas. Neprecizi un/vai neobjektivi M|l novértéjumi vai ieteikumi par svarigiem patvéruma
pieteikumu aspektiem var izraisit butiskus pamattiesibu parkapumus. Neobjektivi algoritmi var

izraisit diskriminaciju pret sievietém, etniskajam minoritatém, vecaka gadagajuma cilvékiem un
citam grupam. Ta ka Ml sistémas tiek izstradatas, izmantojot liela apjoma datus, So datu kvalitate
ir svariga, lai garantétu So sistému precizitati un uzticamibu. KlGdas datu analizé vai interpretacija
var izraisit nepareizus secinajumus par pieteikuma iesniedz€éja izcelsmes valsti, kas var novest pie

negodigiem |émumiem, kas var radit bistamas sekas attiecigas personas dzivibai un drosibai.

Tiesvedibas un demokratijas procesu joma augstu risku rada Ml sistémas, ko paredzéts izmantot
divos veidos: 1) lai palidzétu tiesu iestadei izpétit un interpretét faktus vai tiestbu normas un
piemérot tiesibu normas konkrétam faktu kopumam, vai izmantot lidziga veida stridu alternativa
izSkirSana; 2) lai ietekmétu vélésanu vai referenduma rezultatus vai fizisku personu uzvedibu
balso$ana, kad tas balso vélésanas vai referendumos. Sis Ml sistémas ir klasificétas ka augsta riska
sistémas, nemot véra to potenciali ievérojamo ietekmi uz demokratiju, tiesiskumu, individualajam

brivibam, ka ari tiesibam uz efektivu tiesibu aizsardzibu un taisnigu tiesu.

Ir janoskir augsta riska Ml sistémas, ko izmanto tiesvedibas un demokratijas procesu joma, no
aizliegtas Ml prakses, kas var apdraudét demokratijas procesus: kaitéjoSas manipulacijas,
maldinasanas, subliminaliem panémieniem; cilvéku neaizsargatibas izmantosanas. Maksliga
intelekta akta noteiktie aizliegumi atbilst arT ES datu aizsardzibas tiesibu aktiem, kuru merkis ir
aizsargat datu subjektu personas datus un pamattiesibas. Lidzigi Maksliga intelekta akts neietekme

praksi, kas ir aizliegta ar ES diskriminacijas novérsanas tiesibu aktiem.

Maksliga intelekta akts ir vérsts uz pieaugo$am bazam par dzilviltojumiem. Lai gan tas klasificé Ml
sistémas, kas rada dzilviltojumus, ka ierobeZota riska sistémas, paredzot parredzamibas
pienakumu, taja pasa laika Ml sistémas, ko izmanto, lai ietekmétu vélésanas, referendumu vai
fizisku personu balsosanas uzvedibu, tiek uzskatitas par augsta riska sistémam, ka ari to

izmantos$ana var bt aizliegta Ml prakse.

M, tostarp generativais MI, var atstat butisku ietekmi uz sabiedribu un demokratiju kopuma, jo
tas palielina informacijas manipulacijas, dezinformacijas un viltus zinu risku. Lai cinttos ar Siem
draudiem ne tikai ES, bet ari nacionalaja liment tiek pilnveidots tiesiskais reguléjums. Maksliga
intelekta akts papildina citus ES tiesibu aktus: Digitalo pakalpojumu aktu un Regulu (ES) 2024/900
par politiskas reklamas parredzamibu un mérkorientésanu. Latvija, lai regulétu Ml izmantoSanu

priekSvelésanu agitacija, 2024. gada Saeima pienéma grozijumus PriekSvélésanu agitacijas
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likumal®, kas paredz pienakumu informét vélétajus par Ml izmanto$anu agitacijas materialu
sagatavos$ana. Lai cinttos ar dzilviltojumiem vélésanu procesa, tika izdariti grozijumi

Kriminallikuma.

Ml sistémas, ko paredzéts izmantot tiesu darba, tiek klasificétas ka augsta riska sistémas, jo 1pasi,
lai mazinatu potencialu neobjektivitates, klidu un neparredzamibas risku. Ml riku lietoSana var
atbalstit tiesneSu Iemumu pienemsanas pilnvaras vai tiesu neatkaribu, bet tai nevajadzétu to

aizstat. Proti, galigajai lemumu pienemsanai ari turpmak jabut cilveka veiktai darbibai

2024. gada pienemta EP Konvencija paredz visparigu pienakumu aizsargat pamattiesibas un
ievérot demokratisko procesu integritati un tiesiskumu. Maksliga intelekta aktam un EP
Konvencijai ir kopigi mérki aizsargat pamattiesibas un veicinat atbildigu Ml izstradi, bet tie
atskiras péc to juridiska rakstura, darbibas jomas un izpildes mehanismiem. Lai gan Maksliga
intelekta akts paredz svarigus solus augsta riska Ml sistému reguléSana, ta pieeja tiesu Ml
sistemam ir japilnveido. Tas rada bazZas par atbilstoSiem tiesas izmantoto Ml sistemu

uzraudzibas mehanismiem.

Lidzas juridiski saistoSam tiesiskajam reguléjumam, ir pienemtas ari Ml étikas vadlinijas, kas
nosaka étikas pamatprincipus, ka ari sniedz ieteikumus ka nodrosinat etisku un atbildigu Ml
izmantoSanu, tai skaita tiesvedibas un demokratisko procesu joma. UNESCO leteikums par
maksliga intelekta étiku, attieciba uz Ml izmantoSanu tiesu darba uzsver nepiecieSamiba
nodrosinat cilvéka pamattiesibu, tiesiskuma, tiesu neatkaribas, ka ari cilvéka uzraudzibas
principa aizsardzibu. Ari tiesas ir sakusas izstradat vadlinijas Ml sistemu izmantoSanai tas
darba, pieméram, Eiropas Savienibas Tiesa 2023. gada publicéja Maksliga intelekta
stratégiju. Eiropas Padomes Eiropas Tiesiskuma efektivitates komisija (CEPEJ) 2018. gada

publicéja Eiropas étikas hartu par Ml izmantoSanu tiesu sistémas un to videé.

Ml sistémas, kuru pamata ir masinmacisanas un dabiskas valodas apstrade, klust arvien
svarigakas tiesas, un generativa Ml izmantoSana tieslietu nozaré ievérojami pieaug. Tomeér

pasreizéjam Ml sistemam ir batiski ierobeZojumi un tam nepiecieSama cilvéka uzraudziba.

103 Grozijumi Priek$vélé$anu agitacijas likuma. Pienemts 24.10.2024. Latvijas Véstnesis, 06.11.2024, Nr. 217.
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Ml sistémas japrojekteé ta, lai nodrosinatu taisnigumu un izvairitos no aizspriedumiem, kas var
novest pie diskriminéjoSiem rezultatiem. Ir svarigi novérst aizspriedumus apmacibas datos,
algoritmos un lemumu pienemsanas procesos, lai novérstu netaisnigu attieksmi pret noteiktam
personam vai grupam. Ja tiek izmantota Ml sistémas, tiesneSiem ir japarbauda, vai nav pielauta

diskriminacija. Ml sistémas var bt vértigs paligs tiesneSiem, tacu tas nevar aizstat tiesnesus.
Rekomendacijas

Zemak ir sniegti vairaki ieteikumi, lai nodroSinatu pamattiesibu, Tpasi diskriminacijas aizlieguma

principa, ievéro$anu un atbildigu Ml sistému izmantosanu augsta riska jomas.1%

e Atbilstibas nodrosinasana Maksliga intelekta akta un citos tiestbu aktos noteiktajam
prasibam. Augsta riska Ml sistémas var radit batisku kaitéjumu personu veselibai, drosibai
un pamattiesibam. Nemot véra augsta riska Ml sistému iespéjamas kaitigas sekas, tam ir
jaatbilst stingrakam prasibam, kas ir noteiktas Maksliga intelekta akta, tai skaita, riska
parvaldiba (9. pants), parredzamiba (13. pants), cilvéka virsvadiba (14. pants), kiberdrosiba,
precizitate un noturiba (15. pants), datu kvalitate un parvaldiba, sistemu apmaciba un
testésana (10. pants), registracija ES datubaze (49. un turpmakie panti) un iepriekséjs
ietekmes uz pamattiesibam novértéjums (27. pants). Tiesibaizsardzibas un citam valsts
iestadem ir svarigi $1s prasibas praktiski ieviest un konsekventi ievérot sava darbiba, Tpasi

izmantojot Ml sistémas augsta riska jomas.

Lai noverstu MI sistému izmantosSanas rezultata raditos riskus, batiska nozime ir ari citiem
ES tiesibu aktiem, Tpasi datu aizsardzibas reguléjumam, kas ir piemérojams Ml sistémam,

kas apstrada personas datus.

e Augsta riska un aizliegtas Ml prakses noskirSsana. Maksliga intelekta akts iedala Ml
sistémas atkariba no dazadiem to radita riska limeniem, kurus ir svarigi praksé pareizi
noskirt. Dazos gadijumos tadu Ml sistemu izmantosanu, kas klasificetas ka augsta riska
sistémas, var uzskatit par aizliegtu Ml praksi, ja ir izpilditi visi viena vai vairaku Maksliga
intelekta akta 5. panta paredzéto aizliegumu nosacijumi. Ml sistémas, kas saskana ar
Maksliga intelekta akta Ill pielikumu ir noraditas ka augsta riska, var tikt klasificétas ka

aizliegtas saskana ar Maksliga intelekta akta 5. pantu, ka ari citiem tiesibu aktiem. Maksliga

104 Dala no ieteikumiem ir balstita cita starpa uz 2024. gada Pétijumu un Europol (2025), Al bias in law enforcement - A
practical guide, Europol Innovation Lab observatory report, Publications Office of the European Union, Luxembourg.
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intelekta akta Il pielikuma, uzskaitot atseviskas augsta riska jomas (pieméram,
tiestbaizsardzibas, migracijas, patvéruma un robezkontroles parvaldibas jomu), ir ietverta
ari norade, ka augstu risku rada attiecigo Ml sistemu izmanotos$ana “ciktal to izmantoSanu
atlauj attiecigie ES vai valsts tiestbu akti”. Maksliga intelekta akts nesamazina aizsardzibu,
tostarp prakses aizliegumus, ko nosaka diskriminacijas novérSanas un datu aizsardzibas
tiesiskais reguléjums, bet gan papildina esoSo reguléjumu. Bltu nepiecieSams skaidras
vadlinijas, kas palidzétu noteikt, vai Ml sistemu izmantoSana ir uzskatama par aizliegtu

praksi vai ari rada augstu risku.

Eiropas Komisijai butu jaizmanto Maksliga intelekta akta paredzétas iespéjas parskatit
aizliegto Ml sistemu sarakstu, ka art Maksliga intelekta akta Il pielikumu, lai atjauninatu

augsta riska Ml sistému sarakstu atbilstosi tehnologiju attistibai un socialajam vajadzibam.

Datu kvalitate. Lai novérstu Ml sistemu izmantoSanas raditos diskriminacijas riskus, ir
janodrosina atbilstiba datu kvalitates un parvaldibas prasibam. Maksliga intelekta akts
nosaka, ka apmacibas, validéSanas un testésanas datu kopam ir jabat atbilstosam,
pietiekami reprezentativam un, cik vien iespéjams, bez kladam un pilnigam, nemot véra Ml
sistémas paredzéto noltku. Ipada uzmaniba ir japievérs tadas iespéjamas neobjektivitates
mazinasanai datu kopas, kura varétu ietekmét personu veselibu un drosibu, kurai varétu
blt negativa ietekme uz pamattiesibam vai kura varétu izraistt diskriminaciju, kas ir
aizliegta ES tiesibu aktos, jo 1pasi, ja izvaddati ietekmé ievaddatus turpmakam darbibam
(atgriezeniskas saites cilpas). Pirms Ml sistemu ievieSanas visam pieejamajam datu kopam
javeic stingrs veiktspéjas un ietekmes novértéjums, ka ari neobjektivitates testésana.
Stradajot ar iepriekS apmacitiem modeliem, ne vienmér var bat iespéjams piek|at
sakotnéjiem apmacibas datiem vai tos parbaudit. Sados gadijumos japalaujas uz pieejamo
dokumentaciju vai metadatiem un japarbauda modela rezultati, lai noteiktu
neobjektivitates indikatorus. Ja tiek veikta iepriek$ apmacita modela precizésana, ir rlpigi
janovérte un japarbauda precizéjoso datu kopu, lai noteiktu neobjektivitati pirms
precizésanas procesa un ta laika, lai parliecinatos, ka netiek ieviestas jaunas un

pastiprinatas esosas neobjektivitates.
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Cilveka virsvadiba. Lai nodrosinatu atbildigu Ml izmantosSanu, ir janodrosina cilvéka
virsvadiba, kas nozimé, ka Ml sistémas darbojas tada veida, ko cilvéki var pienacigi
kontrolét un uzraudzit. Cilvéka virsvadiba ir jauztic personam, kuram ir nepiecieSama
kompetence, apmaciba un pilnvaras un kuras var pareizi izprast Ml sistemas spéjas un
ierobeZojumi, interpretét tas iznakumu un novérst automatizacijas neobjektivitates risku.
Personam butu javar iejaukties, lai izvairitos no negativam sekam vai riskiem vai apturétu

Ml sistémas izmantosanu, ja ta nedarbojas, ka paredzéts.

Cilveka veiktai novertésanai ir jabat neatnemamai Ml sistémas novértésanas sastavdalai.
Taisniguma parbaude un pécapstrades neobjektivitates mazinasanas metodes japieméro
gan Ml sistémas rezultatiem, gan galigajiem [emumiem, ko pienem eksperti, kuri palaujas
uz Siem rezultatiem. Galu gala tas ir personas, kuram ir janosaka, ka rikoties, pamatojoties

uz Ml generéto informaciju un ieteikumiem.

Parredzamiba. Parredzamiba nozime, ka Ml sistémas tiek projektétas un lietotas ta, lai
bltu iesp&jama pienaciga izsekojamiba un izskaidrojamiba un vienlaikus, lai cilvéki
apzinatos, ka sazinas vai ir saskaré ar Ml sistému, un lai pienacigi informétu uzturétajus par
Ml sistémas spéjam un ierobeZojumiem un skartas personas — par to tiestbam. Maksliga
intelekta akts skaidro, ka augsta riska Ml sistemas ir japrojekté ta, lai uzturétaji varétu
saprast, ka Ml sistema darbojas, izveértét tas funkcionalitati un izprast tas stipras puses un
ierobezojumus. Parredzamibai, tostarp pievienotajai lietoSanas instrukcijai, bGtu japalidz
uzturétajiem lietot sistemas un bltu japalidz tiem pienem informétus lemumus.
Uzturétajiem cita starpa vajadzétu bat atbilstoSam iespéjam pareizi izvéléties sistemu, ko
tie plano lietot, nemot véra pienakumus, kas uz tiem attiecas, tiem vajadzétu bat
izglitotiem par paredzétajiem un aizliegtajiem lietojumiem, un tiem batu Ml sistéma jalieto
pareizi un atbilstosi. Lai uzlabotu lietoSanas instrukcija ieklautas informacijas skaidribu un
pieklGstamibu, attieciga gadijuma butu jaieklauj ilustrativi pieméri, pieméram, par
ierobezojumiem un par paredzetajiem un aizliegtajiem Ml sistémas lietojumiem.
Nodrosinatajiem butu janodrosina, ka visa dokumentacija, tostarp lietoSanas instrukcija,
ietver jegpilnu, visaptverosu, pieejamu un saprotamu informaciju, nemot vera uzturétaju
vajadzibas un paredzamas zinasanas. Lietosanas instrukcijam vajadzétu but pieejamam

uzturetajiem viegli saprotama valoda.
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Maksliga intelekta akts paredz ari tiesibas sanemt skaidrojumu par individualu [Emumu
pienemsanu. Jebkurai skartajai personai, uz kuru attiecas Iémums, ko uzturétajs pienémis,
pamatojoties uz augsta riska Ml sistémas radito iznakumu, un kas rada juridiskas sekas vai
lidziga veida batiski ietekmé minéto personu tada veida, ka ta uzskata, ka tas nelabvéligi
ietekmé tas veselibu, drosibu vai pamattiesibas, ir tiesibas sanemt no uzturétaja skaidrus
un jégpilnus paskaidrojumus par Ml sistémas lomu Iémumu pienemsanas procedira un
pienemta lemuma galvenajiem elementiem. Tas kalpo ka garantija tiesibam uz efektivu

tiesisko aizsardzibu.

Parredzamibas pienakums ir attiecinams ne tikai attieciba uz augsta riska sistémam.
Maksliga intelekta akts nosaka parredzamibas pienakumu, liekot dzilviltojumu veidotajiem
informét sabiedribu par sava darba maksligo raksturu. Ml sistémas, kura generé vai
manipulé attéla, audio vai video saturu, kas ir dzilviltojums, uzturétaji ir skaidra un
noskirama veida jaizpauz, ka saturs ir maksligi generéts vai manipuléts. Lidzigi arT tadas Ml
sistémas, kura generé vai manipulé tekstu, ko publicé noltka informét sabiedribu par
sabiedribas interesu jautajumiem, uzturétaji informé, ka teksts ir maksligi generéts vai
manipuléts. So pienakumu nepieméro, ja lietodana ir likumiski atlauta noziedziga
nodarijuma atklasanai, novérsanai, izmeklésanai vai kriminalvajasanai vai ja Ml generétu
saturu ir parskatijis cilveks vai tam ir veikta redakcionala kontrole un ja fiziska vai juridiska

persona ir redakcionali atbildiga par satura publikaciju.

Dokumentacija. Lai nodroSinatu atbildibu, izsekojamibu un palidzetu noteikt, kur var
rasties neobjektivitate, ir jauztur detalizéta dokumentacija par visiem Ml dzives cikla
posmiem, sakot no problémas definéSanas lidz izstradei un ievieSanai, tostarp par

[emumiem, kas pienemti, pamatojoties uz Ml sistémas rezultatiem.

Nepartraukta neobjektivitates novértéSana un mazinasana. Jaievie$ regulara Ml mode|u
testéSana un atkartota novértésana visa to dzives cikl3a, lai atklatu un mazinatu
neobjektivitati. Tas ietver IEmumu pienemsanas procesu un to personu, kuras ietekmé Ml
izstradi, ricibas analizi. Lai nodrosinatu, ka novertéjumi ir visaptverosi un lidzsvaroti, ir
javeicina daudzu ieintereséto personu iesaiste, kuru vida batu MI praktiki un analitiki,
juridiskas un atbilstibas komandas, datu zinatnieki un inZenieri, Ml un masinmacisanas
petnieki, socialie zinatnieki, étikas specialisti, datu aizsardzibas iestades, Ml uzraudzibas

iestades, politikas eksperti, pilsoniska sabiedriba un interesu aizstavibas grupas. Tas |auj
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nodrosinat plasaku perspektivu un palidz identificét iespéjamas nepilnibas, padarot Ml

sistémas taisnigakas.

Regularas apmacibas un informétibas veicinasana. Maksliga intelekta akts uzliek
pienakumu Ml sistemu nodrosinatajiem un uzturétajiem nodrosinat pietiekamu Ml
pratibas limeni darbiniekiem un citam personam, kuras to varda iesaistitas Ml sistému
darbiba un izmantos$ana. Ml pratiba ir prasmes, zinasanas un izpratne par Maksliga intlekta
akta noteiktajam tiestbam un pienakumiem, kas lauj veikt Ml sistému informétu
uzturésanu, ka ari izpratne par Ml iesp&jam un riskiem un par potencialo kaitéjumu, ko tas

var radit.

Ir javeic pastavigas apmacibas visiem tiesibaizsardzibas iestazu un citu iestazu
darbiniekiem, kas iesaistiti Ml riku lieto$ana, lai padzilinatu vinu izpratni par Ml
tehnologijam, neobjektivitates sekam un taisniguma raditaju nozimi. Sadas apmacibas
jauzsver cilvéka novértéjuma nozime Ml rezultatu parskatisana, to atbildiga interpretacija
un neobjektivitates iesp&jamiba. Lai tiesibaizsardzibas un citas iestades atbildigi izmantotu
Ml sistémas, ir svarigi katram gadijumam veikt informétu un atsevisku analizi. Ir ieteicams
regulari apmacit darbiniekus par dazadiem Ml aizspriedumiem un to saistibu ar taisniguma

raditajiem un aizspriedumu mazinasanas metodém.
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